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The Worldwatch Institute’s award-winning research team takes a fresh look at the most dif-

ficult challenge the world faces: how to build an environmentally sustainable economy

before we do permanent damage to the natural systems that support our global civilization.

From the thinning of the Arctic sea ice to the invasion of the mosquito-borne West Nile

virus, State of the World 2001 shows how the economic boom of the last decade has dam-

aged natural systems. The increasingly visible evidence of environmental deterioration is

only the tip of a much more dangerous problem: the growing inequities in wealth and

income between countries and within countries, inequities that will generate enormous

social unrest and pressure for change.

The authors argue that to solve the earth’s environmental problems, we must simultane-

ously address the problems of the world’s poor peoples. State of the World 2001 demon-

strates that there are ways to move rapidly to improve the environment and meet the material

needs of all 6 billion members of the human family. More than 10 million people have already

benefited from small loans from micro-credit programs like those pioneered by the Grameen

Bank in Bangladesh and BancoSol in Bolivia. And farmers in developing countries are 

converting to organic agriculture to grow organic foods for export to industrial countries. 

State of the World 2001 is written in clear and concise language by the staff of the

Worldwatch Institute, whose researchers have been producing accurate, reliable studies of

global environmental and social problems for more than two decades.

State of the World is the flagship publication of the Worldwatch Institute. The Institute’s

distinguished research team brings an interdisciplinary perspective to data from around 

the world, providing information on how to build a sustainable society. Additional 

information about Worldwatch publications can be found on the Institute’s Web site at

www.worldwatch.org.
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Every member of the talented Worldwatch
staff—along with legions of friends and col-
leagues from outside the Institute—had a
hand in producing this eighteenth edition
of State of the World. Writers, editors, mar-
keters, administrative support, librarians,
interns, reviewers, and funders all deserve
our sincere thanks.

We begin by acknowledging the founda-
tion community, whose faithful support
sustains and encourages us. The John D.
and Catherine T. MacArthur Foundation
and the United Nations Population Fund
made grants specifically for State of the
World, while a host of other generous
donors funded the Institute’s work overall:
the Compton Foundation, the Geraldine
R. Dodge Foundation, the Ford
Foundation, the Richard and Rhoda
Goldman Fund, the William and Flora
Hewlett Foundation, the W. Alton Jones
Foundation, the Charles Stewart Mott
Foundation, the Curtis and Edith Munson
Foundation, the David and Lucile Packard
Foundation, the Summit Foundation, the
Turner Foundation, the Wallace Genetic
Foundation, the Weeden Foundation, the
Winslow Foundation, and the Wallace
Global Fund.

We are also grateful to the growing

numbers of individual donors who support
our work, including the 3,000-strong
Friends of Worldwatch—our enthusiastic
donors who are strongly committed to
Worldwatch and its efforts to contribute to
a sustainable world. And we are indebted to
the Institute’s Council of Sponsors, includ-
ing Tom and Cathy Crain, Roger and Vicki
Sant, Robert Wallace and Raisa Scriabine,
and Eckart Wintzen, for their strong
expression of confidence in our work
through their generous annual contribu-
tions of $50,000 or more.

In this year of transition, we are particu-
larly grateful to Board members Tom and
Cathy Crain and James and Deanna
Dehlsen, who provided leadership gifts of
$250,000 each to support the Institute’s
Second Generation Fund, a general sup-
port fund that is helping the Institute in its
capacity building efforts and in launching
its second generation initiatives. We also
want to thank the entire Board of Directors
for contributing additional support for the
Second Generation Fund.

The Institute was fortunate in 2000 to
recruit an unusually bright and productive
group of research interns who tenaciously
tracked down data and other vital informa-
tion from all over the world. Bryan
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Mignone ably compiled and analyzed sta-
tistical data for Chapter 5; Mike Montag
produced much of the extensive documen-
tation for data-rich Chapters 6 and 7; Ann
Hwang applied her expertise in chemistry,
and Danielle Nierenberg and Jennifer Silva
worked conscientiously on Chapter 2; and
David Ruppert cheerfully lent his abundant
energy to the research efforts for Chapters
1, 4, and 10. Keenly intelligent and good-
natured, each was a stimulating addition to
our summer staff.

The interns’ information-gathering
process is augmented by the Institute’s
library staff. Research librarian Lori Brown,
office assistant Jonathan Guzman, and vol-
unteer assistant librarian Maya Johnson
track down books and articles with remark-
able efficiency, and help researchers to
manage the information from the myriad
newspapers, periodicals, reports, and books
that arrive at the Institute each day. We are
grateful for their patience with last-minute
rush requests.

Once the research and initial writing are
done, draft chapters are reviewed to ensure
that findings are accurate and clearly com-
municated. At the 2000 staff review meet-
ing in September, authors and interns were
joined by World Watch magazine staffers
Ed Ayres and Curtis Runyan, Worldwatch
alumnus John Young, and researchers Brian
Halweil and Michael Renner for a day of
reflection on the state of the chapters. The
authors are grateful for the excellent advice
they received on how to improve the drafts.
They also appreciate the inspired advice
and support of their research colleagues
Chris Bright and Anne Platt McGinn, who
were working on other projects this year. 

Experts from outside the Institute also
read portions of the manuscript with a crit-
ical eye. Typically these are global authori-
ties on our chapter topics, whose generous

gifts of time and expertise we greatly appre-
ciate. For their review comments, we are
particularly grateful to Eduardo Athayde,
Jesse Ausubel, Duncan Brack, Cynthia
Carey, Jennifer Clapp, James P. Collins,
Susan Cutter, Joseph Domagalski, Cheryl
Goodman, Robert Hamilton, Gavin
Hayman, Ailsa Holloway, Craig Hoover,
David Hunter, Jorge Illueca, Lee Kimball,
Adrian Lawrence, Karen R. Lips, Doug
McKenzie-Mohr, Caroline Michellier,
Larry Minear, Mary Fran Myers, Joan
Nelson, Thomas Nolan, James O’Meara,
Michael Penders, Deike Peters, Sue
Pfiffner, Roger Pielke, Jr., Jamie K. Reaser,
Forest Reinhardt, Christian Suter, Louis S.
Thompson, David B. Wake, Jonathan
Walter, Carol Welch, Angelika Wertz,
Gilbert White, and John Williamson. As
always, we benefited this year from the
advice and ideas of Bill Mansfield, who is
active in the international environmental
policy arena.

Linda Starke and Liz Doherty shepherd
the reworked chapters in the home stretch
of production. Linda massaged the work of
nearly a dozen authors into a harmonious
whole in this, her fortieth Worldwatch
Book. Liz gives our research a strong aes-
thetic appeal through artful formatting of
chapters and design of figures and tables.
Ritch Pope finalizes the production by
preparing the index.

Our communications staff works on 
several fronts to ensure that the State of 
the World message circulates widely beyond
our Washington offices. Early in the
research process, Mary Caron helped
researchers to think about media messages
that might emerge from their work. In her
work on press outreach, Mary was ably sup-
ported by the dependable efforts of Liz
Hopper. When Liz moved to Germany in
September, Niki Clark confidently assumed
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responsibility for backing up the communi-
cations team. Denise Warden also joined us
this year, bringing her creativity and exper-
tise to our marketing efforts. Dick Bell
oversees these operations as well as our
communications team, including the
Institute’s expanding Web site, which is
developed by our superb Webmaster and
computer systems administrator, Christine
Stearn. Jason Yu, our first computer intern,
was instrumental in revamping the
Worldwatch bookstore on our Web site.
Finally, the work of the communications
team is complemented by the friendly cus-
tomer service and order fulfillment provid-
ed by Millicent Johnson, Joseph Gravely,
and Sharon Lapier.

All these efforts would be impossible
without strong administrative backing.
Reah Janise Kauffman assists board chair-
man Lester Brown with his time-consuming
travel schedule and his many writings, and
works to ensure that State of the World and
other Institute publications are extensively
translated and published outside the United
States. Janet Larsen, who joined the
Institute this year, provides invaluable
research assistance for Lester’s work.
Barbara Fallin ably handles the Institute’s
finances and keeps the Institute well stocked
and the staff well fed. Suzanne Clift cheer-
fully backs up the work of our president and
vice president for research, and helps
researchers with travel and other logistical
matters. Mary Redfern, meanwhile, ably
supported the Institute’s fundraising activi-
ties, working closely with our foundation
supporters and individual donors.

We give special thanks to our overseas
colleagues for their extraordinary efforts to

spread the message of environmental sus-
tainability. State of the World is published in
some 30 languages—in 2000, we added
Estonian, Portuguese, and Ukrainian edi-
tions—thanks largely to the dedication of a
host of publishers, civil society groups, and
individuals who translate and publish our
research. For a list of these publishers, 
see <www.worldwatch.org/foreign/index.
html>. We would particularly like to
acknowledge the help we receive from
Magnar Norderhaug in Norway, Hamid
Taravaty and Farsaneh Bahar in Iran, Soki
Oda in Japan, Gianfranco Bologna in Italy,
Eduardo Athayde in Brazil, and Jonathan
Sinclair Wilson in England.

Our long-standing relationship with our
publisher, W.W. Norton & Company,
remains strong thanks to the production
and promotion efforts of our colleagues
there: Amy Cherry, Andrew Marasia, and
Lucinda Bartley. As always, Norton contin-
ues to give the Institute’s publications
broad exposure, especially in college and
university bookstores around the United
States.

Finally, we welcome into the extended
Worldwatch family Joseph Hugh McGinn
III, the newborn son of researcher Anne
Platt McGinn and her husband, Joe. Jack is
a source of delight to all of us on his visits
to the office—and a strong source of moti-
vation for Anne’s work this year on elimi-
nating persistent organic pollutants. It is
our fervent hope that Jack and his genera-
tion will inherit a world well on its way to
sustainability.

Lester R. Brown, Christopher Flavin, 
and Hilary French
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Few places on Earth are as remote or pris-
tine as Greenland. Lying just south of the
North Pole between Scandinavia and
northern Canada, Greenland is largely
uninhabited and covered year-round by a
massive ice sheet that has built up through
millions of years of snowfall. With minimal
human habitation and few automobiles,
farms, or factories, Greenland would seem
to be insulated from the kind of ecological
damage that is so widespread in other parts
of the world.

It came as a surprise, therefore, when in
2000 a team of U.S. scientists discovered
that the vast Greenland ice sheet is melting.
The ice, which covers an area greater than
that of Mexico, contains enough water to
fill the Mediterranean Sea two thirds full. It
is estimated to be losing some 51 billion
cubic meters of water a year, a rate that
already approaches the annual flow of the
Nile River—accounting for 7 percent of the
observed annual rise in global sea levels. An
article in Science reports that if the entire
Greenland ice sheet were to melt, sea level
would rise 7 meters, or 23 feet.

Although the melting of Greenland’s ice
sheet received far less attention last year
than such events as the dramatic U.S. elec-
tion in November or the Sydney Olympic

Games, its long-run human significance is
far greater. Almost anywhere it is found on
Earth, from Himalayan glaciers to
Antarctica, ice is melting away—one of the
most striking signs of the rising global tem-
peratures that are caused by the burning of
billions of tons of fossil fuels each year.

If fossil fuel combustion were to contin-
ue at these levels or higher throughout the
new century—as it did during the last
one—virtually every natural system and
human economy would be at risk from ris-
ing seas, more severe storms, or more
intense droughts. A major scientific review
by the Intergovernmental Panel on Climate
Change in October 2000 concluded that
new evidence suggests the rate of warming
in this century could be even greater than
estimated by earlier studies.

Climate change is beginning to exacer-
bate the ecological decline that is provoked
by other environmental stresses. One of the
most worrisome examples of these danger-
ous synergies is found in the worldwide
decline of many species of frogs, salaman-
ders, and other Amphibia described by
Ashley Mattoon in Chapter 4 of this year’s
book—a global phenomenon that has a
multiplicity of underlying causes, ranging
from climate change to introduced diseases.

Foreword



And it is not just other species that are
suffering. The immense human toll from
the rising tide of natural disasters over the
last decade, described by Janet Abramovitz
in Chapter 7, is a powerful reminder that
human activities can dramatically alter nat-
ural processes, with unpredictable and
often catastrophic results. The economies
of Central America, for example, still have
not recovered from the devastation of
Hurricane Mitch in late 1998.

An indication of the scale of these
threats came in a report from scientists in
Indonesia just as this year’s State of the
World was going to press: half of the once
vast coral reefs that surrounded the world’s
largest archipelago have been destroyed—
apparently due to a combination of defor-
estation, marine pollution, and rising tem-
peratures. The decline of the reefs, which
account for 14 percent of the world’s
corals, threatens hundreds of millions of
dollars of revenue from fishing and tourism
that are needed to recover from Indonesia’s
worst financial crisis in a generation.
Maritime Affairs Minister Sarwono
Kusmaatmadja said the government was so
distracted by recent political and economic
crises that it had failed to protect a resource
that is key to Indonesia’s future.

Human-induced environmental change
far exceeds the natural pace of evolution, so
our species finds itself in a tight race to
adapt quickly enough to keep pace with the
environmental problems we are creating
with such abandon. We live in a period of
epoch change, but can we change in time?

Human Natures, a new book by
Stanford biologist Paul Ehrlich, argues that
in response to rapidly changing circum-
stances, human nature is now evolving
much more rapidly than our underlying
genetic makeup is. Technologies, institu-
tions, and even value systems are in rapid

flux due to accelerated cultural evolution.
In the final chapter of this State of the
World, Gary Gardner examines what it will
take to achieve the kind of change needed
to create an environmentally sustainable
society. His conclusion, after reviewing past
patterns of change, is that concerted efforts
could lead us to one of the most dramatic
periods of transformation the world has
ever seen.

These efforts will not succeed, however,
unless attempts to address environmental
problems are paralleled by equally hard
work to deal with the world’s social ills.
Many societies have seen inequality and
poverty rise in recent years. Increased
investment in health and education,
expanded access to credit, and greater
social and political rights for women are
among the keys to economic and environ-
mental progress in the years ahead.

Many chapters of State of the World 2001
focus on areas in which important change is
already under way. For example, in Chapter
9, Hilary French and Lisa Mastny discuss
initiatives to enhance the enforcement of
the array of environmental treaties agreed
to in recent decades. And in Chapter 6,
Molly Sheehan examines the growing inter-
est in innovative solutions to the trans-
portation problems that plague many parts
of the world today.

One of the biggest challenges in the new
century is stabilizing Earth’s climate, which
will require a nearly complete transforma-
tion of the world’s energy systems. This
monumental task now appears just a bit less
out of reach due to another icebreaking
development just a few hundred kilometers
to the east of Greenland. The tiny nation of
Iceland has launched plans to make itself a
pioneer developer of a twenty-first century
energy system that relies on renewable
energy rather than fossil fuels.

FOREWORD
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As described by Seth Dunn in Chapter
5, Iceland’s goal is to use its abundant
geothermal energy and hydropower to pro-
duce hydrogen from seawater, relying on
the new fuel to run its factories, motor
vehicles, and fishing fleet. The scheme,
which is attracting investments from scores
of companies, including multinationals
such as DaimlerChrysler and Royal Dutch
Shell, would make the island nation of
270,000 people the first to have the kind of
environmentally sustainable energy system
that may be found everywhere before the
century is over. Hydrogen pioneer Bragi
Arnason of the University of Iceland says,
“Many people ask me how soon this will
happen. I tell them, We are living at the
beginning of the transition. You will see the
end of it. And your children, they will live
in this world.”

Worldwatch Institute itself has entered a
period of historic change. Led by our
Board of Directors, the Institute launched
its second generation of environmental
leadership when Senior Vice President
Christopher Flavin was selected to be the
Institute’s second President. The Institute’s
founding President, Lester Brown, has
become Chairman of the Board, and for-
mer Board Chairman Andrew Rice is now
Chairman of the Executive Committee.

The Institute’s Board and staff are devel-
oping plans to further enhance World-
watch’s reach and effectiveness, building on
the organization’s strong global reputation
and the talents of its staff to meet the needs
of a new century. The original mission of the
Worldwatch Institute—to provide the infor-
mation and ideas needed to create an envi-
ronmentally sustainable society—will remain
at the heart of its new agenda. But the rapid
evolution of the issues we study, and of the
information economy we rely on for dissem-
ination, demands fresh approaches.

In the coming year, we will launch a
series of initiatives that are intended to
allow Worldwatch to reach key decision-
makers in the public and private sectors
more systematically, while continuing to
build a broad public audience. We will
develop and disseminate practical solutions
to global problems, using the new tools of
the information economy to reach millions
of users, thereby expanding the already siz-
able market for the Institute’s publications.
In order to achieve these goals, the Institute
will also focus on internal capacity building
in the years ahead, expanding its staff with
an emphasis on strengthening our market-
ing and development capabilities.

During the past year, we have already
begun to extend our presence on the
Internet, making many of our publications
available for sale electronically, and even
posting audio recordings of Institute events
on our Web site, www.worldwatch.org.
Also, Lester Brown has begun writing a
series of frequent four-page Worldwatch
Issue Alerts that are posted on the Web site
and disseminated via e-mail. In the months
ahead, we plan to create an electronic,
searchable library of Worldwatch Papers
that will be available on the Web site.

Meanwhile, changes are under way in
the release of State of the World itself. This
year, for the first time, the report will be
simultaneously launched in January in up
to five countries and in as many as three
languages: the United States, India, and
the United Kingdom (English editions),
Brazil, and South Korea. We appreciate the
exceptional efforts of the publishers—
Lawrence Surendra of Earthworm Books in
India, Jonathan Sinclair Wilson of
Earthscan Publications in the United
Kingdom, Eduardo Athayde of the Mid-
Atlantic Forest Open University in Brazil,
and Yul Choi of the Korean Federation of
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Environmental Movement in Korea—who
made this possible.

Their work, combined with the extraor-
dinary efforts of our many other interna-
tional publishers, gives us all hope that our
vision of a sustainable future will be real-
ized. We were encouraged this past year
when Ukrainian was added to the 30 or so
languages in which State of the World has
been published. Information on our inter-
national publishers can be found at
www.worldwatch.org/foreign/index.html.

We hope you will find State of the World
useful in your own efforts to understand
and shape our fast-changing world. Please

send us any comments on this edition 
or suggestions for future editions by 
letter, fax (202-296-7365), or e-mail
(worldwatch@worldwatch.org).

Lester R. Brown
Christopher Flavin
Hilary French

Worldwatch Institute
1776 Massachusetts Ave., NW
Washington, DC 20036

December 2000
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A visit to Brazil’s tropical state of Bahia pro-
vides contrasting views of the state of the
world at the dawn of the new millennium.
Bahia’s capital, Salvador, has a population
of over 3 million and a thoroughly modern
veneer. Its downtown is full of large office
buildings and busy construction cranes, and
its highways are crammed with sport utility
vehicles. The state is also rich in natural
resources: the wealth provided by gold and
sugarcane made Salvador the obvious loca-
tion for colonial Brazil’s leading port and
capital for two centuries.1

Once a backwater—slavery was not out-
lawed until the end of the nineteenth centu-
ry, one of the last regions to ban this
practice—Bahia’s economy is now booming.
The state has a prospering manufacturing
sector and has become popular with many
leading multinationals, including automo-
bile companies that have put some of their
most advanced factories there. The informa-

tion economy is in a particularly competitive
frenzy. Brazilian Internet service providers
are connecting customers for free, and cell
phones appear to be almost as common as
they are in many European cities.

Scratch the surface, however, and anoth-
er Bahia is still there. The large favelas that
ring Salvador’s outskirts are crowded with
thousands of poor people who lack more
than cell phones and computers: toilets,
running water, and schoolbooks are among
the basic services and products that are
unavailable to many of Bahia’s poor. Similar
gaps can be seen in the low hills that run
south of Salvador along Bahia’s rugged
coast: the collapse of many of the country’s
rich cacao farms due to a devastating
pathogen called witches’-broom and a
sharp decline in world chocolate prices have
left thousands of farm workers jobless and
unable to provide for their families.

Bahia’s environmental condition is just
as uneven. Considered by ecologists to be
one of the world’s biological “hot spots,”
the Atlantic Rain Forest covers more than
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2,000 kilometers of Brazil’s subtropical
coast. In 1993, biologists working in an
area south of Salvador identified a world
record 450 tree species in a single hectare.
(A hectare of forest in the northeastern
United States typically contains 10 species.)
In the last decade, Bahia’s political and
business leaders have come to recognize the
extraordinary richness of their biological
heritage—wildlands are being protected,
ecological research facilities are being set
up, and ecotourist resorts are mushroom-
ing. A sign at the airport even warns travel-
ers that removing endemic species from the
country is a felony.2

And yet, signs of destruction are every-
where: cattle ranches sprawl where the
world’s richest forests once stood; 93 per-
cent of the Atlantic forest is already gone,
and much of the remainder is fragmented
into tiny plots. Pressure on these last bits of
forest is enormous—both from powerful
landowners and corporations eager to sell
forest and agricultural products in the glob-
al marketplace, and from poor families des-
perately seeking a living.3

This picture of Bahia in the year 2000 is
replicated at scores of locations around the
globe. It is the picture of a world undergo-
ing extraordinarily rapid change amid huge
and widening disparities. Unprecedented
economic prosperity, the emergence of
democratic institutions in many countries,
and the near instantaneous flow of informa-
tion and ideas throughout a newly inter-
connected world allow us to address
challenges that have been neglected for
decades: meeting the material needs of all 6
billion members of the human race, and
restoring a sustainable balance between
humanity and Earth’s ecological systems.

This moment is historic, perhaps even
evolutionary, in character. Tragically, it is
not being seized. Despite a surge in eco-

nomic growth in recent years and signifi-
cant gains in health and education levels in
many developing nations, the number of
people who survive on less than $1 of
income per day—the poverty threshold
used by the World Bank—was 1.2 billion in
1998, almost unchanged since 1990. In
some parts of the world, including sub-
Saharan Africa, South Asia, and the former
Soviet Union, the number living in poverty
is substantially higher than the figures
recorded a decade ago.4

The struggle to restore the planet’s eco-
logical health presents a similar picture: a
number of small battles have been won, but
the war itself is still being lost. Double-digit
rates of growth in renewable energy mar-
kets, plus a two-year decline in global car-
bon emissions, for example, have failed to
slow the rate of global climate change.
Indeed, recent evidence, from the rapid
melting of glaciers and the declining health
of heat-sensitive coral reefs, suggests that
climate change is accelerating. The same
pattern can be seen in the increased com-
mitment to protection of wild areas and
biological diversity: new laws are being
passed, consumers are demanding eco-
friendly wood products, and eco-tourist
resorts are sprouting almost as quickly as
dot-com companies. But foresters and biol-
ogists report that this host of encouraging
developments has not reversed the massive
loss of forests or the greatest extinction cri-
sis the world has seen in 65 million years.5

Long considered distinct issues, con-
signed to separate government agencies,
ecological and social problems are in fact
tightly interconnected and mutually rein-
forcing. The burden of dirty air and water
and of decimated natural resources invari-
ably falls on the disadvantaged. And the
poor, in turn, are often compelled to 
tear down the last nearby tree or pollute 
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the local stream in order to survive. Solving
one problem without addressing the other
is simply not feasible. In fact, poverty and
environmental decline are both embedded
deeply in today’s economic systems. Nei-
ther is a peripheral problem that can be
considered in isolation. What is needed is
what Eduardo Athayde, General Director
of Bahia’s Atlantic Forest Open University,
calls “econology,” a synthesis of ecology,
sociology, and economics that can be used
as the basis for creating an economy that is
both socially and ecologically sustainable—
the central challenge facing humanity as the
new millennium begins.6

The challenge is made larger by the fact
that it must be met simultaneously at
national and global levels, requiring not
only cooperation but partnership between
North and South. Responsibility for the
current health of the planet and its human
inhabitants is shared unequally between
rich and poor countries, but if these prob-
lems are to be resolved, the two groups of
nations will need to bring their respective
strengths and capabilities to bear. This will
require a new form of globalization—one
that goes beyond trade links and capital
flows to strengthened political and social
ties between governments and civil society.

A select group of large industrial and
developing countries—a collection that can
be called the E–9, given that they are key
environmental as well as economic play-
ers—could have a central role in closing the
North-South gap. Together, this group of
countries accounts for 57 percent of the
world’s population and 80 percent of total
economic output. (See Table 1–1.) This
chapter uses data on these nine diverse
countries and areas to illuminate key eco-
nomic, social, and ecological trends. But
this grouping has more than just analytical
value. As argued at the end of the chapter,

E–9 cooperation could be a key to achiev-
ing accelerated economic and environmen-
tal progress in the new century.7

A Tale of Two Worlds
Halfway through the year 2000, two stories
from the Philippines made headlines
around the world. In June, a computer
virus dubbed the “love bug” appeared
almost simultaneously on every continent,
crashing the computer systems of scores of
multinational corporations and government
offices, ranging from the U.S. Pentagon to
the British Parliament. The estimated total
cost of the resulting disruptions: $10 bil-
lion. Computer security experts and FBI
agents quickly traced the diabolical love
bug to a small Manila technical college and
a 24-year-old student named Onel de Guz-
man. For computer experts, this may have
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Table 1–1.The E–9: A Population 
and Economic Profile

Country or Population, Gross National
Grouping 2000 Product, 1998

(million) (billion dollars)

China 1,265 924

India 1,002 427

European Union1 375 8,312

United States 276 7,903

Indonesia 212 131

Brazil 170 768

Russia 145 332

Japan 127 4,089

South Africa 43 137

1Data for European Union do not include 
Luxembourg.
SOURCE: World Bank, World Development Indicators
2000 (Washington, DC: 2000), 10–12; Population
Reference Bureau, “2000 World Population Data
Sheet,” wall chart (Washington, DC: June 2000).
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been an indication of the vulnerability of
the global Internet, but in the Philippines it
quickly became a source of national pride.
People took the love bug debacle as an
encouraging sign that their developing
nation was leapfrogging into the top ranks
of the global economy’s hottest sector.8

Across town, a Manila neighborhood
called the Promised Land was hit by a dif-
ferent kind of news a month later: more
than 200 people were killed in a massive
landslide and subsequent fire. Although this
tragedy was precipitated by Typhoon Kai-
Tak, it was anything but a natural disaster.
The Promised Land, it turns out, is a com-
bination garbage dump/shantytown that is
home to 50,000 people, most of whom
make their living by scavenging the food
and materials discarded by Manila’s grow-
ing middle class. When two days of heavy
rain loosened the mountain of garbage, it
came crashing down on hundreds of homes
as well as the dump’s electrical lines, start-
ing a massive fire. Scores of Promised Land
residents were buried, others were burned
alive, and still more were poisoned by toxic
chemicals released by the fire.9

Economic successes and social failures
are now found side by side, not just in the
Philippines, but around the world in this
supposed time of plenty. The annual output
of the world economy has grown from $31
trillion in 1990 to $42 trillion in 2000; by
comparison, the total output of the world
economy in 1950 was just $6.3 trillion.
And in 2000, the growth of the world
economy surged to a 4.7-percent annual
rate, the highest in the last decade. This
increase in economic activity has allowed

billions of people to buy new refrigerators,
televisions, and computers, and has created
millions of jobs. Global telephone connec-
tions grew from 520 million in 1990 to 844
million in 1998 (an increase of 62 percent),
and mobile phone subscribers went from
11 million to 319 million in that time (up
2,800 percent). The number of “host”
computers, a measure of the Internet’s
expansion, grew from 376,000 in 1990 to
72,398,000 in 1999—an increase of
19,100 percent.10

The economic boom of the last decade
has not been confined to the rich countries
of the North. Much of the growth is occur-
ring in the developing nations of Asia and
Latin America, where economic reforms,
lowered trade barriers, and a surge in for-
eign capital have fueled investment and con-
sumption. Between 1990 and 1998, Brazil’s
economy grew 30 percent, India’s expand-
ed 60 percent, and China’s mushroomed by
a remarkable 130 percent. China now has
the world’s third largest economy (second if
measured in terms of purchasing power par-
ity), and a booming middle class who work
in offices, eat fast food, watch color televi-
sion, and surf the Internet. China alone
now has 420 million radios, 344 million
television sets, 24 million mobile phones,
and 15 million computers.11

Still, the global economy remains tar-
nished by vast disparities. (See Table 1–2.)
Gross national product (GNP) per person
ranges from $32,350 in Japan to $4,630 in
Brazil, $2,260 in Russia, and just $440 in
India. Even when measured in purchasing
power terms, GNP per person among these
countries varies by a factor of 10. Per capi-
ta income has increased 3 percent annually
in 40 countries since 1990, but more than
80 nations have per capita incomes that are
lower than they were a decade ago. Within
countries, the disparities are even more
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striking. In the United States, the top 10
percent of the population has six times the
income of the lowest 20 percent; in Brazil,
the ratio is 19 to 1. More than 10 percent
of the people living in “rich” countries are
still below the poverty line, and in many,
inequality has grown over the last two
decades.12

The boom in global consumption over
the past decade has been accompanied by
improvements in living standards in many
countries and declines in others. The U.N.
Development Programme estimates that
the share of the world’s population suffer-
ing from what it calls “low human develop-
ment” fell from 20 percent in 1975 to 10
percent in 1997. Still, World Bank figures
show that 2.8 billion people, nearly half the
world’s population, survive on an income of
less than $2 per day, while a fifth of human-
ity, 1.2 billion people, live on less than $1
per day. An estimated 291 million sub-Saha-
ran Africans—46 percent of the region’s

population—now live on less than $1 a day,
while in South Asia, the figure is 522 mil-
lion. This is a staggering number of people
to enter the new century without the
income needed to purchase basic necessities
such as food, clean water, and health care.13

Worldwide, some 1.1 billion people are
currently estimated to be malnourished.
Most of these are poor people in rural areas
who have insufficient land to grow the food
they need, and not enough income to buy
it from others. Many of these people live in
countries with food surpluses, but while
well-off farmers sell their products to mid-
dle-class consumers in distant nations, the
proceeds have no benefit for millions of
starving children. In some African coun-
tries, such as Kenya, Zambia, and Zimbab-
we, as much as 40 percent of the population
is malnourished.14

Roughly 1.2 billion people do not have
access to clean water. In China, the portion
that fall in this category is 10 percent (125
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Table 1–2. Economic Trends in E–9 Nations

Share of Income or Consumption
Population Earning Lowest 20 Highest 10

GNP per Purchasing Power Below $2 per percent, percent,
Country Person, 1998 per Person, 1998 Day, 1993–991 1993–981 1993–981

(dollars) (percent) (percent)

Japan 32,350 23,592 – 10.6 21.7

United States 29,240 29,240 – 5.2 30.5

Germany2 26,570 22,026 – 8.2 23.7

Brazil 4,630 6,460 17.4 2.5 47.6

South Africa 3,310 8,296 35.8 2.9 45.9

Russia 2,260 6,180 25.1 4.4 38.7

China 750 3,051 53.7 5.9 30.4

Indonesia 640 2,407 66.1 8.0 30.3

India 440 2,060 86.2 8.1 33.5

1Data are from a single year within the time frame. 2Comparable data for European Union not available;
Germany is most populous EU member.
SOURCE: World Bank, World Development Indicators 2000 (Washington, DC: 2000), 10–12, 62–64, 66–68.



RICH PLANET, POOR PLANET

million people), in India it is 19 percent,
and in South Africa, 30 percent. Toilets are
even rarer in many countries: 33 percent of
Brazil’s population does not have one, nor
does 49 percent of Indonesia’s or 84 per-
cent of India’s.15

Polluted water is a major contributor to
one of the largest disparities today’s world
faces: the health gap. Although infant mor-
tality rates have dropped 25–50 percent in
many countries in the past decade, they still
stand at 43 per thousand live births in
China and 70 per thousand in India. (See
Table 1–3.) Much of the wide difference in
this number around the world results from
undernutrition and common infectious dis-
eases that remain rampant in many poor
countries. More intractable diseases such as
cholera and tuberculosis are also becoming
epidemic in many areas.

More alarming still is the fact that AIDS,
which has been brought under control in
some rich countries, is spreading rapidly in

many developing nations. The crisis is par-
ticularly acute in southern Africa, which a
decade ago had relatively low rates of infec-
tion. By 2000, HIV infection rates had
reached a stunning 20 percent in South
Africa, 25 percent in Zimbabwe, and 36
percent in Botswana. Decades of rising life
expectancy are being reversed in a matter of
years, as hundreds of thousands of young
adults and children succumb to the disease.
Health care budgets are being over-
whelmed, and education undermined by
the early deaths of many teachers. It is no
accident that the countries most ravaged by
AIDS are those with high rates of social dis-
ruption and limited government health ser-
vices. In China, poor people who sell their
blood in order to make ends meet are pay-
ing a high price in the form of HIV infec-
tion from contaminated needles. Ironically,
in parts of Africa, it is those who are just
emerging from poverty that are being hit
the hardest—devastating a generation of
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Table 1–3. Health Indicators in E–9 Nations

Country Health Expenditures Infant Mortality Tuberculosis HIV Prevalence
per Person, 1990–981 1980        1998 Incidence, 1997 Among Adults, 1997
(dollars of purchasing (per thousand (per 100,000) (percent)

power) live births)

United States 4,121 8 4 7 0.76

Germany2 2,364 12 5 15 0.08

Japan 1,757 13 7 29 0.01

South Africa 571 42 31 394 12.91

Brazil 503 70 33 78 0.63

Russia 404 22 17 106 0.05

China 142 90 43 113 0.06

India 73 115 70 187 0.82

Indonesia 38 67 51 285 0.05

1Data are from the most recent year available. 2Comparable data for European Union not available;
Germany is most populous EU member.
SOURCE:World Bank, World Development Indicators 2000 (Washington, DC: 2000), 90–92, 102–04, 106–08.



educated young workers, a cataclysm that
may forestall the growth of an economical-
ly secure middle class.16

One of the key ingredients of economic
progress is education, and on this front, the
world is doing better than it was two decades
ago. (See Table 1–4.) In India, the share of
children in secondary school has risen from
41 percent to 60 percent; in China, it has
gone from 63 to 70 percent; and in South
Africa, from 62 to 95 percent. But even with
these improvements, many countries are fail-
ing to invest adequately in their young peo-
ple, who are unlikely to be able to participate
in or benefit from today’s most vibrant eco-
nomic sectors, which demand not only basic
literacy but often specialized training. Girls
in particular are receiving inadequate educa-
tion in many countries. Adult female illitera-
cy rates remain as high as 25 percent in
China and 57 percent in India, levels that
virtually guarantee a host of social and eco-
nomic problems—and that make environ-
mental threats more difficult to address.

Testing the Limits
When the Russian icebreaker Yamal
reached the North Pole in July 2000, the
scientists aboard were confronted with a
strange sight: an expanse of open, calm
water in place of the two or three meters of
pack ice that is common to the region even
at the height of summer. In the 91 years
since Robert Peary and Matthew Henson
reached the North Pole by dogsled in
1909, nothing like this had been reported.
But human memory is the wrong scale on
which to measure this development: scien-
tists estimate that the last time the polar
region was completely ice-free was 50 mil-
lion years ago.17

The dynamic, shifting character of 
the Arctic ice pack suggests that the open
water over the pole itself was, for now, a
fleeting phenomenon. But recent scientific
evidence confirms the underlying trend:
Earth’s frozen top is melting at an extraor-
dinary rate. Submarine sonar measurements 
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Table 1–4. Education in E–9 Nations

Adult Illiteracy Rate     
Female Male Share of Children in Secondary School

Country 1980 1998 1980 1998 1980 1997
(percent) (percent)

Germany1 – – – – 82 95

Japan – – – – 93 100

United States – – – – 94 96

Russia 2 1 1 0 98 88

Brazil 27 16 23 16 46 66

South Africa 25 16 22 15 62 95

Indonesia 40 20 21 9 42 56

China 48 25 22 9 63 70

India 74 57 45 33 41 60

1Comparable data for European Union not available; Germany is most populous EU member.
SOURCE:World Bank,World Development Indicators 2000 (Washington, DC: 2000), 74–76, 82–84.
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indicate a 40-percent decline in the average
thickness of summer polar ice since the
1950s, far exceeding the rate of melting
previously estimated. Based on these obser-
vations, scientists now estimate that by the
middle of this century the Arctic could be
ice-free in summer.18

Among the myriad signs of human-
induced global climate change—fossil fuel
combustion was recently estimated to have
raised atmospheric concentrations of carbon
dioxide to their highest levels in 20 million
years—this one may be the most dramatic.
In late 2000, the Intergovernmental Panel
on Climate Change (IPCC), the scientific
body that advises government negotiators,
produced its latest report. It included the
strongest consensus statement yet that soci-
eties’ release of carbon dioxide and other
greenhouse gases “contributed substantially
to the observed warming over the last 50
years.” By the end of the century, the IPCC
concluded, temperatures could be 5 degrees
Celsius higher than in 1990—an increase
greater than the change in temperature
between the last Ice Age and today.19

While the shipping industry is already
beginning to view the Arctic meltdown as a
potential short-term opportunity—perhaps
cutting the transit distance between Europe
and the Far East by as much as 5,000 kilo-
meters—the full economic and ecological
consequences would be far more extensive
and hard to predict. Scientists have recently
learned that Arctic ice is a key part of the
“engine” that drives the powerful oceanic
conveyor belt—the warm Gulf Stream—
that provides northern Europe with the rel-
atively temperate and stable climate that
allowed European societies to flourish.
Shutting it down could change the climate
of Europe more than at any time since the
last Ice Age. And because the Gulf Stream
is a dominant feature in the oceanic circula-

tion system, any major change in its course
would have ripple effects globally. More-
over, with less ice to reflect the sun’s rays,
the warming of Earth that caused the ice to
melt in the first place would accelerate.20

Some 10,000 kilometers south of the
North Pole lies a very different environ-
ment—the world’s tropical oceans and their
abundant coral reefs, a biologically rich
ecosystem that has been described as the
rainforest of the ocean (65 percent of fish
species are reef dwellers). One of the richest
is the Belize Barrier Reef on the Yucatan
Peninsula in the Caribbean, the site of a
recent diving expedition by marine biolo-
gist Jonathan Kelsey and journalist Colin
Woodard. What was intended to be an
exciting exploration of the region’s spectac-
ular, multihued marine life turned out to be
a disturbing disappointment: “Bright white
boulders dotted the seascape in all direc-
tions, a sign of severe coral distress,”
Woodard reported. “A centuries-old stand
of elkhorn coral as big as an elephant was
now dead and smothered in a thick two-
year growth of brown algae.…Across the
plane, the corals appeared to be dying.”21

Around the world, from the Caribbean
to the Indian Ocean and Australia’s Great
Barrier Reef, similar observations have been
reported in the past two years. Coral polyps
are temperature-sensitive, and often sicken
or die when ocean surface temperatures rise
even slightly. The temporary warming of
ocean waters that accompanies El Niño
anomalies in the Pacific is generally hard on
coral reefs, but the 1998 El Niño was some-
thing different: reports of sick coral were
soon being filed by marine biologists
around the world, who estimated that more
than one quarter of the coral reefs were sick
or dying. In some areas of the Pacific, the
figure is as high as 90 percent. For many
small island nations, the loss in income

State of the World 2001

10



RICH PLANET, POOR PLANET

from fishing and tourism, as well as
increased storm damage from the loss of
coral reefs, may be enough to trigger the
collapse of their economies.22

Following another serious episode of
coral bleaching just a decade earlier, this
recent epidemic of coral disease is another
strong indication that the world is warming.
But it is more than that: coral reefs are sort
of a marine version of the famous canary in
a coalmine—vulnerable to many environ-
mental stresses that now run rampant,
including urban sewage, agricultural runoff,
and the sedimentation that comes from
deforestation. The recent decimation of
coral reefs and the growing frequency of
such events suggest that the world’s ecolog-
ical balance has been profoundly disturbed.

Whether it is Arctic ice, tropical corals,
oceanic fisheries, or old-growth forests, the
forces driving ecological destruction are var-
ied, complex, and often dangerously syner-

gistic. Population is one factor. The nearly
fourfold expansion in human numbers over
the past century has drastically increased
demands on natural resources. The combi-
nation of population growth and deforesta-
tion, for example, has cut the number of
hectares of forest per person in half since
1960—increasing pressures on remaining
forests and encouraging a rapid expansion
in plantation forestry. Demand for water,
energy, food, and materials have all been
driven up by the unprecedented expansion
in human numbers. And increasingly, it is in
the world’s developing countries that natur-
al systems are declining the fastest and peo-
ple face the most serious environmentally
related stresses. (See Table 1–5.)23

Population growth alone could not have
tested environmental limits this severely,
however. The pressures it imposes have
been magnified by rising consumption lev-
els as each individual demands more from
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Table 1–5. Ecological Health of E–9 Nations
Change of Share of Share of Share of

Share of Land Average Annual Mammals Flowering Plants Land Area
Area That is Deforestation, Threatened, Threatened, Nationally

Country Forested, 19951 1990–95 1996 1997 Protected, 1996
(percent)

Russia 22 0 11.5 – 3.1

Brazil 16 0.5 18.0 2.4 4.2

United States 6 – 0.3 8.2 4.0 13.4

China 4 0.1 19.0 1.0 6.4

Germany2 3 0 10.5 0.5 27.0

Indonesia 3 1 29.4 0.9 10.6

India 2 0 23.7 7.7 4.8

Japan 0.7 0.1 22.0 12.7 6.8

South Africa 0.2 0.2 13.4 9.5 5.4

1Data may refer to earlier years. 2Comparable data for European Union not available; Germany is
most populous EU member.
SOURCE:World Bank, World Development Indicators 2000 (Washington, DC: 2000), 126–28.
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nature. Meat-based diets and automobile-
centered transportation systems are among
the highly consumptive practices first
adopted by the billion or so people living in
rich countries, and now proliferating quick-
ly in many parts of the developing world.
Meanwhile, government regulations and
emission control technology have lagged
well behind the pace of adoption in richer
countries. As a consequence, the most seri-
ous air pollution is now found in cities such
as Jakarta and São Paulo. (See Table 1–6.)

The combination of population growth
and increased consumption is projected to
cause the number of people living in water-
deficit counties to jump from 505 million
to over 2.4 billion in the next 25 years. In
countries that already face severe water
shortages, such as Egypt, India, and Iran,
water scarcity is likely to require large-scale
food imports. In northern China, the water
table under Beijing fell 2.5 meters in 1999,
bringing the total decline since 1965 to 59
meters. Similarly, surging demand for oil—
particularly in North America and East

Asia—contributed in the year 2000 to the
highest sustained oil prices the world has
seen since the early 1980s. Beyond the
proximate political reasons for higher oil
prices, the underlying cause is clear: world
oil production is nearing its eventual all-
time peak, and producers are struggling to
meet the combined demands of first-time
car owners in China and those who are buy-
ing the large SUVs now found in nearly half
of U.S. garages.24

While the last decade’s growth in afflu-
ence contributed to many environmental
problems, keeping people poor is not the
answer—either morally or practically. In
impoverished areas around the world, the
rural poor are pushed onto marginal, often
hilly lands, from which they must hunt
bushmeat, harvest trees, or clear land for
pasture or crops in order to survive. A 2000
study on the root causes of biodiversity loss,
sponsored by the World Wide Fund for
Nature (WWF), concluded that together
with other forces, poverty often plays a
major role.25
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Table 1–6. Air Pollution in E–9 Nations

Country Sulfur Dioxide, 1995 Suspended Particulates, 1995 Nitrogen Dioxide, 1995
(micrograms per cubic meter)

Germany (Frankfurt)1 11 36 45

Japan (Tokyo) 18 49 68

South Africa (Cape Town) 21 – 72

United States (New York) 26 – 79

India (Mumbai) 33 240 39

Brazil (São Paulo) 43 86 83

China (Shanghai) 53 246 73

Russia (Moscow) 109 100 –

Indonesia (Jakarta) – 271 –

1Comparable data for European Union not available; Germany is most populous EU member.
SOURCE:World Bank, World Development Indicators 2000 (Washington, DC: 2000), 162–64.
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In the Philippines, for example, the
country’s rich array of coral reefs, forests,
and mangroves—home to an estimated
40,000 species—are shrinking rapidly in
area, while the remaining pockets lose much
of their original diversity. According to the
WWF study, rural poverty and the unequal
distribution of land in the Philippines are
among the major causes of biodiversity loss
that must be remedied if the country’s nat-
ural wealth is to be preserved for future
generations. Similarly, a study in the south-
ern Mexican state of Campeche found that
much of the pressure on the Calakmul Bios-
phere Reserve is coming from the efforts of
local indigenous people to meet their mate-
rial needs. Meeting those needs sustainably
is a key component of any effective program
to reverse environmental decline.26

Seizing the Moment
The last year has been marked by a roiling
worldwide debate on the merits of eco-
nomic globalization and how best to assure
accelerated human and ecological progress
in the decades ahead. Virtually every impor-
tant meeting of international financial insti-
tutions has been met by thousands of
protesters seeking to influence or shut
down the discussions. While the demon-
strations have been colorful, the endless
argument over whether market liberaliza-
tion and globalization are good or bad for
people and the planet is not a particularly
productive note on which to start a new
century. Each side tends to simplify and
demonize the position of the other, result-
ing in a rhetorical standoff.

There can be little doubt that opening
markets in countries with weak govern-
ments, inadequate legal systems, and ram-
pant corruption can exacerbate both social
and environmental problems. However,

more-open markets are at the same time
potentially powerful tools for building eco-
nomic and social opportunities for the poor
and contributing to the development of
civil society. In many parts of the develop-
ing world, capital is now more available to
start small businesses, new ideas are flowing
more freely, and the number of nongovern-
mental organizations (NGOs) is burgeon-
ing. People are excited and energized as
they consider future possibilities, in ways
they were not a decade ago.

The multifaceted debate that has flowed
from the protests about globalization has
been echoed within the World Bank, where
preparation of the annual World Develop-
ment Report—focused in 2000 on the
theme of poverty—created a vigorous inter-
nal and external debate that led its main
author, Cornell economist Ravi Kanbur, to
resign in protest. At the center of the World
Bank debate was the view of Kanbur and
other experts and NGO representatives that
market liberalization and economic growth
are insufficient by themselves to reduce
poverty.27

To the surprise of many, the published
version of the Bank’s report, which
appeared a few months later, acknowledged
the failure of economic growth to reduce
the numbers in poverty or close the equali-
ty gap in many nations. The report urged a
broader, more comprehensive strategy to
fight poverty, noting that, “facilitating the
empowerment of poor people—by making
state and social institutions more responsive
to them—is also key to reducing poverty.”
Around the world, a strengthened consen-
sus is emerging that reducing poverty is a
complex undertaking that requires exten-
sive but delicate government interventions,
including investments in education and
health, strong legal and financial systems,
land reform, and strong anti-corruption
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policies. The experience of Russia, where
market liberalization has been accompanied
by an increase in poverty rates of 50 per-
cent, is an important reminder that a
healthy political system in which all of a
society’s interests are adequately represent-
ed and a strong legal and regulatory struc-
ture are key ingredients to meeting the
needs of the poor.28

Social and ecological progress will also
require a shared commitment to an agreed
set of goals—goals that go beyond the
expansion-of-wealth model that predomi-
nates in many political systems today.
Expanding human options, eliminating
poverty, and bringing the human economy
into balance with Earth’s natural systems are
challenges large enough to frame a new mil-
lennium, but pressing enough that they
must be met within the current century.
Together, these changes would represent a
revolution as fundamental as any in human
history—an “Econological” Revolution that
will test our technological abilities, our eco-
nomic capacities, and even our humanity.

Transitions of this magnitude do not
occur without strong pressures to change,
since people generally resist disruptions to
their existing patterns unless there is a clear
need to do so. (See also Chapter 10.)
Anthropologists believe that the Agricultur-
al Revolution occurred in regions where
environmental stress or population pres-
sures were making the traditional hunter-
gatherer way of life less viable. Similarly, the
Industrial Revolution was precipitated in
part by the social and economic limits of
the prevailing eighteenth-century economy.

An Econological Revolution must be
accompanied by wide recognition that
change is necessary—that without it,
human progress will slow and then reverse.
But it is also essential that people under-
stand the opportunities that lie ahead if the
revolution succeeds. As a Greenpeace rep-
resentative told a conference in Oslo in
June 2000, “If you want people to build
boats, you must first create a longing for
the islands.”29

This should not be difficult. The world at
the dawn of the millennium is extraordinar-
ily dynamic, and despite the continued dete-
rioration reflected in many ecological and
social indicators, hundreds of success stories
can be pointed to—seeds of change that will
grow and spread if properly nurtured.

One of the most encouraging success sto-
ries of recent years is the growing attention
to directly meeting the needs of the poor in
many countries. Government investments in
education and health care have increased
substantially in some nations, spurred in
part by increased commitments by interna-
tional financial institutions. Latin America,
in particular, which has historically been
marked by enormous inequalities, has been
closing the gap by investing more heavily in
people. Since 1980, for example, the share
of Brazilian children in secondary school has
risen from 46 to 66 percent, while the pro-
portion of women who are illiterate has fall-
en from 27 to 16 percent. And in the poor
northeastern state of Ceara, a preventive
health program that relied on 7,300 com-
munity health agents, 235 trained nurses,
and a media campaign contributed to a
decline in infant mortality from 102 per
thousand live births to 65.30

Closing the large gender gaps that still
exist in many countries is one of the keys to
social progress. In many parts of Asia,
Africa, the Middle East, and Latin America,
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women still lack many of the legal rights
that men enjoy, and they are denied equal
access to education, credit, and other ingre-
dients to economic progress. This not only
disadvantages half the human population, it
impedes the advance of small business and
agriculture, which are female-dominated in
many countries. But this situation, too, is
beginning to change, as women organize
NGOs such as the Self-Employed Women’s
Association in India, which has provided
day-to-day support for women as well as
giving them a voice within the established
political system. Around the world, many of
societies’ impediments to women’s progress
are slowly being erased.31

One of the recent social innovations that
has proved particularly helpful to women is
micro-credit, a concept pioneered by the
Grameen Bank in Bangladesh and Bolivia’s
BancoSol. Over the last decade, this
approach has been adapted to scores of
countries, reaching over 10 million borrow-
ers with tiny loans that turn them into small
entrepreneurs, able to own and operate
their own businesses. In southern India, a
group called Myrada is serving as a broker
between banks and groups of poor people
who use the money they borrow to
start small businesses. Such efforts
have helped educate many policy-
makers to the fact that lack of access
to affordable capital is limiting eco-
nomic progress in many poor com-
munities. International financial
institutions and industrial countries
are now providing funds to support
many micro-credit programs.32

Social progress also requires a
healthy environment, particularly in
rural areas where the poor generally
depend on local resources to provide
food, water, shelter, and energy—a
factor that is left out of the develop-

ment equations used by most economists.
In many cases, deforestation, soil erosion,
and groundwater depletion have left vil-
lagers unable to meet basic needs, and with-
out the financial resources needed to invest
in social progress. Experience in India,
however, has shown that empowering com-
munities and providing them with assis-
tance in managing their local forests and
watersheds can lead to rapid improvement
in living standards.33

Another innovation that has taken root
in recent years is organic farming. More
than 7 million hectares of farmland are now
devoted to organic agriculture, up roughly
10-fold over the last decade. Recent food
scares, particularly in Europe, have spurred
consumer demand for food that is free of
artificial pesticides and fertilizer, as has
growing recognition of the ecological ben-
efits of these new methods of farming. Gov-
ernment agencies have contributed to the
growth in organics by certifying organic
foods, and in some cases providing subsi-
dies. Private farmers have taken advantage
of the higher prices for organic crops by
planting more land using the new tech-
niques. (See Figure 1–1.) And with nation-
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al trade barriers falling, farmers in countries
such as Argentina, India, and Uganda are
growing organic foods for export to indus-
trial countries. At an estimated $22 billion
annually, the global organic food market is
still a tiny fraction of the total, but recent
growth rates suggest a critical mass is being
reached that may soon make it possible for
most food to be grown in this way.34

Matching the boom in organic agricul-
ture is the recent surge in interest in envi-
ronmentally certified wood products. What
started slowly with a small number of con-
sumers who were upset about wood prod-
ucts that came from old-growth forests has
recently mushroomed, attracting large buy-
ers such as Home Depot and two of the
largest U.S. home building companies. The
key to this shift in the wood products mar-
ket is the Forest Stewardship Council,
which set up the first certification system in
the early 1990s. Working with the World
Wide Fund for Nature in the United King-
dom, it set up the first buyers’ groups; more
than 600 different companies in 18 coun-
tries now belong to the Global Forest and
Trade Network, and some 25 countries are
developing sustainable forestry standards.
Currently, 20 million hectares of for-
est are under independently certified
sustainable management, a number
that is projected to grow to 200 mil-
lion hectares by 2005.35

The greening of the wood prod-
ucts market is being followed by the
more recent emergence of a market
for “green” power. Electricity, which
is mainly generated from coal and
nuclear power in most countries, has
in the past been sold as a single,
undifferentiated commodity. But
some governments are now requir-
ing “labeling” of electricity on
power bills, and allowing both elec-

tric utilities and independent power pro-
ducers to market electricity from different
sources—renewable energy from biomass,
wind, and solar energy generally being the
most popular. Among the countries where
sizable numbers of power customers have
signed up for green power are the United
States (particularly in California, Colorado,
and Pennsylvania), Australia, Germany,
Japan, and the Netherlands. Green power is
proving popular both with businesses and
with consumers, who are sending a strong
signal to the market about the energy
sources they prefer. Over the next few years,
this is likely to lead to substantial addition-
al investment in renewable energy.36

One manifestation of the growing inter-
est in green energy is the booming market
in wind power in the last two years (see Fig-
ure 1–2); in 1999, wind turbine sales grew
by 65 percent—almost as fast as mobile
phone sales. Although the more than
18,000 megawatts of wind power that was
projected to be in place by the end of 2000
produces less than 1 percent of the world’s
electricity, the share has already surpassed 2
percent in Germany, and exceeds 10 per-
cent in Denmark.37
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The concentration of wind energy devel-
opment in just a few countries is a reflection
of policies that provide market access at
favorable terms, motivated by the local jobs
and tax revenues generated by wind energy
investments. However, because wind power
technology is based on standard components
and manufacturing techniques, it has been
disseminated rapidly from one nation to oth-
ers as electricity policies are changed. In
2000, sizable wind energy projects started
up in China, Japan, India, and the United
States, suggesting that some of the world’s
largest power markets are becoming more
favorable for wind development. Another
sign of the times is the announcement by the
power equipment giant ABB that it is shift-
ing from its historical focus on multibillion-
dollar thermal power plants to smaller scale
generators, including wind power and other
renewable energy technologies.38

From micro-credit to micro-power, the
lesson of the past few years seems to be that
rapid change is possible—when the condi-
tions are right. Even as the sudden melting
of the North Pole reminds us that environ-
mental problems do not proceed in a neat,
linear progression, we can take some com-
fort in knowing that environmental and
social solutions can also unfold at exponen-
tial rates. This process of change—and how
to accelerate it—is explored at length in
Chapter 10.

North Meets South
Scientists studying the early evolution of
technologies have noted that some of the
most successful new devices and practices
emerged when one human society took an
idea developed elsewhere, and then adapted
and improved upon it. Indeed, even before
the age of exploration opened much of the
globe to rapid diffusion of ideas, the slow

spread of innovation from one village to the
next allowed cultures as distant as those of
Western Europe and China to learn from
each other. But such diffusion has always
occurred more rapidly in an East-West
direction than between North and South,
where variations in climate and difficult-to-
cross deserts made travel and communica-
tion more difficult.

In today’s world, these traditional barri-
ers are largely gone. A person can travel
physically to most points on the globe with-
in a day, and the Internet has provided
nearly instantaneous connections between
diverse cultures in distant places. The ques-
tion now is whether this potential for com-
munication, and the growing level of
commerce between nations, can be translat-
ed into a common effort to tackle shared
problems.

The greatest benefits would come from a
shared North-South commitment to a sus-
tainable world, since differences in perspec-
tive between rich and poor countries have
plagued efforts to deal effectively with issues
ranging from population growth to biologi-
cal diversity and climate change. In many
international negotiations, finger-pointing
has delayed action and slowed the adoption
of effective policies. It is time for industrial
countries to accept their historical responsi-
bility for the current state of the planet—and
time for developing countries to recognize
that they are at great risk from environmen-
tal problems but will also benefit from the
economic opportunities unleashed by a new
development path. Shared burdens and
leadership are now critically important.

Take one example: Climate change is an
unequally distributed problem if ever there
was one. Industrial countries produced
most of the global warming gases that cause
climate change, and yet it is developing
countries that are likely to feel the most
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severe effects. The densely populated
nations of South Asia, East Asia, and West
Africa, where millions of people live on vast
deltas at or below sea level, are most vul-
nerable to rising sea levels. In Bangladesh,
for example, a 1-meter sea level rise would
inundate 3 million hectares and displace
15–20 million people. In Viet Nam’s
Mekong Delta, the figure is 2 million
hectares and 10 million people. In Nigeria,
up to 70 percent of the coast could be cov-
ered and close to 4 million people dis-
placed, including many residents of Lagos,
the capital. Another North-South disconti-
nuity is seen in the fact that the technolo-
gies to combat climate change, such as
more benign industrial chemicals, fuel cells,
and solar photovoltaics, are coming primar-
ily from the R&D centers of northern
countries, and yet the booming industrial
and energy markets where they are most
needed are in the South.39

Bridging these gaps between North and
South will require a combination of innova-
tive market reforms and a common commit-
ment by governments to fill the gaps left by
the private sector. Most of the recent empha-
sis has been on the market, pointing to devel-
opments such as the certified forest products
market and booming consumer interest in
ecotourism. And even government-negotiat-
ed treaties such as the Kyoto Protocol on
climate change now rely on market mecha-
nisms as primary tools for achieving their
goals. Greenhouse gas trading schemes are
being viewed as a way of not only trimming
emissions as efficiently as possible, but also
distributing the burden of addressing the
problem among various countries.

Market mechanisms are often effective,
and private innovation is key to solving
many problems, but North-South coopera-
tion will have to be based on something
more than commercial relationships if the

world’s current problems are to be sur-
mounted. Cooperation among NGOs, for
example, allows innovative social programs
and political techniques to be transferred
rapidly from one country to another, dra-
matically speeding the rate of progress. The
recent surge in the number of these groups
in the developing world is being spurred by
the support of foundations in industrial
countries, as well as by the spread of
democracy in many poor nations. And the
Internet is proving a boon to the spread of
civil society in countries where it has been
weak in the past. The ability of citizens to
communicate easily among themselves—
and with people in distant lands with simi-
lar concerns—is rapidly transforming the
political equation in many countries, and is
creating more favorable conditions for
addressing social and ecological problems.

Government leadership is also key: gov-
ernments need to forge strong partnerships
and provide sufficient funding to invest in
the public infrastructure needed to support
a sustainable economy. The failure of many
industrial countries to meet the financial
commitments they have agreed to under
various international agreements and the
failure of some developing countries to
carry through on political and economic
reforms have left a residue of distrust that
must be overcome. Although it is unlikely
that foreign aid levels will ever return to the
figures that were typical in the 1960s and
1970s, a steady flow of well-targeted grants
is essential to sustain progress. And with pri-
vate capital taking up much of the burden of
industrial growth and large-scale infrastruc-
ture, government aid can be targeted at
pressing needs, with multiplier effects on
human progress and environmental protec-
tion: areas such as education, health care,
the status of women, micro-credit, and
broad Internet access. One essential step is
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reducing the developing-country debt bur-
den, which has reached onerous levels in
recent years. (See Chapter 8.)

The economic and political weakness of
many developing countries has prevented
them from taking the more central position
on the world stage that is now logically
theirs. With 80 percent of the world’s pop-
ulation, the bulk of its natural resources,
and an opportunity to learn from the his-
torical mistakes of today’s industrial coun-
tries, it seems clear that the South will
increasingly dominate the twenty-first cen-
tury. Today’s industrial powers will likely
resist this shift, but they will soon find that
they cannot achieve their own goals with-
out the cooperation of the South. The sum-
mer of 2000 saw an intriguing sign of the
changing balance of power when Mexico
elected its first president from outside the
traditional ruling party. Vicente Fox, a
charismatic modern leader, traveled to
Washington and called for allowing workers
to travel as freely across the Mexico–U.S.
border as capital now does.40

The existing structure of international
institutions such as the World Bank and the
World Trade Organization will have to be
reformed to allow developing countries to
take the more central role that is now essen-
tial to solving the world’s most difficult
problems. With shared power will come
shared responsibility—a role that seems far
more achievable today than it did two
decades ago, when participatory political sys-
tems were still rare in the developing world.

One new organizing principle for coun-
tries that is particularly appropriate is the
E–9 group described earlier—a coalition of
northern and southern countries that
between them have far greater impact on
global social and ecological trends than do
the Group of Eight (G–8) industrial coun-
tries. Between them, the E–9 have 60 per-

cent of the world’s population, 73 percent
of the carbon emissions, and 66 percent of
higher plant species. (See Table 1–7.). They
have both the ability and the responsibility
to lead the world in addressing the main
challenges of the twenty-first century.

It is time for the E–9 to be organized as
a semi-official group of nations that meets
regularly to consider the range of econom-
ic, social, and environmental issues facing
the world. Although such meetings may be
less harmonious and more freewheeling than
the current G–8 meetings, they would also
be far more consequential, as they would
involve a group of countries with the ability
to shape global trends and to help forge a
worldwide, North-South consensus on key
issues. Under this model, the E–9 would not
be a substitute for wider international bodies
that represent all nations large and small, but
rather it would spur those broader institu-
tions, as well as the private sector, to action.

One example of the potential impact is
climate change, where the E–9 accounts for
nearly three quarters of the world market for
oil, coal, and natural gas, whose combustion
is the principal cause of climate change. A
commitment by these nine to shift rapidly to
energy efficiency, renewable energy, and
zero-emission cars would put the global cli-
mate on a new trajectory. Similarly, a strong
commitment by the E–9 to address the
underlying causes of poverty—implement-
ing economic and legal reforms and provid-
ing resources—would go far to close the
equity gap.41
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In the end, the greatest challenge will
not be technological or even economic. As
University of Maryland economist Herman
Daly has written, a sustainable economy
“would make fewer demands on our envi-
ronmental resources, but much greater
demands on our moral resources.” One of
those demands will be to reorganize inter-
national institutions so that power is based
not on who has the biggest GNP but on a

human sense of fairness, balance—and what
is ultimately needed to ensure a healthy
future for humanity and the planet. This
may seem like a big leap in the first few years
of the new century. But as we leave a centu-
ry that began with women prohibited from
voting in most countries, and with war
viewed as the accepted means of settling dif-
ferences among major powers, we should
set a high standard for the decades ahead.42
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Table 1–7.The E–9: Leaders for the Twenty-first Century

Share of
World PPP Gross World Carbon World World Vascular

Population, Domestic Emissions, Forest Area, Plant Species,
Country 1999 Product, 1998 1999 1995 1997

(percent)

China 21.0 10.2 13.5 4 11.9

India 16.5 5.4 4.5 2 5.9

European Union 6.3 20.5 14.5 3 –

United States 4.6 21.3 25.5 6 6

Indonesia 3.5 1.3 .9 3 10.9

Brazil 2.8 2.9 1.5 16 20.8

Russia 2.4 2.4 4.6 22 –

Japan 2.1 8.0 6.0 0.7 2.1

South Africa 0.7 0.9 2.0 0.2 8.7

E–9 Total 59.9 72.9 73 56.9 66.3

SOURCE: Worldwatch calculations based on Population Reference Bureau, “1999 World Population Data
Sheet,” wall chart (Washington, DC: June 1999);World Bank, World Development Indicators 2000 (Washing-
ton, DC: 2000), 10–12; BP Amoco, BP Amoco: Statistical Review of World Energy (London: June 2000), 38; U.N.
Food and Agriculture Organization, State of the World’s Forests 1999 (New York: 1999), 125–30; World Con-
servation Union–IUCN, 1997 IUCN Red List of Threatened Plants (Cambridge, U.K.: 1998), xvii, xxvii–xxxiii.
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A young man in London turns on his tap.
As he watches a tea kettle fill, chances are he
isn’t giving much thought to the water’s
history. After all, some of the water is
already boiling away into steam or has dis-
appeared down the drain; the rest will be
consumed within minutes. How could
something so seemingly short-lived have a
history? He’d be surprised to learn, then,
that some of the water flowing out of his
tap might have fallen as rain many millennia
ago, around the time when woolly mam-
moths were tramping over today’s Trafalgar
Square. London draws much of its water
from the Chalk aquifer, a huge under-
ground reservoir of fresh water that lies
hundreds of feet beneath the city; some of
the water it holds trickled underground as
long ago as the last Ice Age.1

It’s natural to think of water as some-
thing that flows or evaporates. We see it

coming down as rain, or running in streams
or rivers. But most of our fresh water is not
so easily observed because it lies deep
underground in aquifers—geological for-
mations made of porous materials such as
sand and gravel, or spaces between subter-
ranean rocks. These formations can retain
enormous quantities of water. Aquifers are
recharged—if they are recharged—by rain-
fall, runoff from rivers, or glacial melts. So
most of our water is not visible on the sur-
face: some 97 percent of the planet’s liquid
fresh water is stored in aquifers.2

In the last half-century, as global popula-
tion and food demand have more than dou-
bled, and rivers and streams have become
more polluted, we have increasingly turned
to aquifers for drinking and irrigation
water—and in the process, we have made a
sobering discovery. Despite the popular
impression that groundwater is shielded
from contaminants, scientists are uncover-
ing cases of pollution in aquifers near farms,
factories, and cities on every continent. We
are now learning that the water buried

Payal Sampat

Chapter 2

Uncovering Groundwater
Pollution

An expanded version of this chapter appeared as
Worldwatch Paper 154, Deep Trouble: The Hidden
Threat of Groundwater Pollution.
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beneath our feet is not only susceptible to
pollution, it is in many ways more vulnera-
ble than water above ground.

This is a distinction of enormous conse-
quence. Because water moves through the
earth with glacial slowness, aquifers become
sinks for pollutants, decade after decade.
Some aquifers recharge fairly quickly, while
others, like the Chalk, store their water for
millennia. But the average residence time
for groundwater is 1,400 years, as opposed
to just 16 days for river water. So instead of
being flushed out to the sea or becoming
diluted with constant additions of fresh
water, its pollutants accumulate. And in
these sources, unlike rivers, the pollution is
generally irreversible.3

Just as the onset of climate change has
awakened us to the fact that the air over our
heads is an arena of titanic forces, the water
crisis has revealed that, slow-moving
though it may be, groundwater is part of a
system of powerful hydrological interac-
tions—between earth, surface water, sky,
and sea—that we ignore at our peril. A few
years ago, reflecting on how human activity
is beginning to affect climate, Columbia
University scientist Wallace Broecker
warned, “The climate system is an angry
beast and we are poking it with sticks.” A
similar statement might now be made
about the system under our feet. If we con-
tinue to drill holes into it—expecting it to
swallow our waste and yield fresh water in
return—we may unpredictably jeopardize
supplies of the world’s most important nat-
ural resource.4

Valuing Groundwater
For most of human history, groundwater
was tapped mainly in arid regions where
surface water was in short supply. Over the
centuries, as populations and cropland

expanded, water became such a valuable
resource that some cultures developed elab-
orate mythologies imbuing underground
water and its seekers with special powers. In
medieval Europe, people called water
witches or dowsers claimed the ability to
detect groundwater using a forked stick and
mystical insight.5

In the second half of the twentieth cen-
tury, the soaring demand for water turned
the dowsers’ modern-day counterparts into
a major industry. Today, massive aquifers
are tapped on every continent, and ground-
water is the primary source of drinking
water for 1.5–2 billion people worldwide.
(See Table 2–1.) The aquifer that lies
beneath the Huang-Huai-Hai plain in east-
ern China alone supplies drinking water to
nearly 160 million people. Some of the
largest cities in the developing world—
including Dhaka, Jakarta, Lima, and Mexi-
co City—depend on aquifers for almost all
their water. And in rural areas, where cen-
tralized supply systems are undeveloped,
groundwater is typically the sole source of
water. Almost 99 percent of the rural U.S.
population and 80 percent of rural Indians
depend on groundwater for drinking.6

A principal reason for the explosive rise
in groundwater use since 1950 has been a
dramatic expansion in irrigated agriculture.
In fact, irrigation accounts for about two
thirds of the fresh water drawn from rivers
and wells each year. In India, the leading
country in total irrigated area and the
world’s third largest grain producer, the
number of shallow tubewells used to draw
groundwater surged from 3,000 in 1950 to
6 million in 1990. Today aquifers supply
water to more than half of India’s irrigated
land. About 40 percent of India’s agricul-
tural output comes from areas irrigated
with groundwater, bringing groundwater’s
contribution to the gross domestic product
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to about 9 percent. The United States, with
the third highest irrigated area in the world,
uses groundwater for 43 percent of its irri-
gated farmland.7

While agriculture is the largest ground-
water consumer, other sectors of the econ-
omy have been expanding their water use
even faster—and generating much higher
profits in the process. On average, a ton of
water used in industry generates roughly
$14,000 worth of output—about 70 times
as much profit as the same amount of water
used to grow grain. Thus as the world has
industrialized, substantial amounts of water
have been shifted from farms to more lucra-
tive factories. Industry’s share of total con-
sumption has reached 22 percent and is

likely to continue rising rapidly. The
amount of water available for drinking is
thus constrained not only by a limited
resource base, but by competition with
other, more powerful users.8

As rivers and lakes are stretched to their
limits—many of them dammed, dried up,
or polluted—people are growing more and
more dependent on groundwater for all
their needs. In Taiwan, for example, the
share of water supplied by groundwater
almost doubled in just eight years—from
21 percent in 1983 to over 40 percent in
1991. Bangladesh, which was once almost
entirely river- and stream-dependent, dug
over a million wells in the 1970s to substi-
tute for its badly polluted surface-water
supply. Today, 95 percent of its people use
only groundwater for drinking. In wealthi-
er countries, sales of bottled spring water
(supposedly from underground sources) are
soaring: in the United States, bottled water
use grew ninefold between 1978 and
1998.9

Even as our dependence on groundwater
increases, the resource is becoming less
available. On almost every continent, many
major aquifers are being drained much more
rapidly than their natural rates of recharge.
Groundwater depletion is most severe in
parts of India, China, the United States,
North Africa, and the Middle East, resulting
in a worldwide water deficit of an estimated
200 billion cubic meters a year. Removing
large amounts of water from an aquifer can
magnify the concentration of pollutants in
the groundwater that remains. And in some
cases, polluted surface flow or salty ocean
water may pour into the aquifer to replace
the depleted groundwater—thus further
shrinking supplies.10

To compound the problem, groundwa-
ter overdraft can cause aquifer sediments to
compact under certain geological condi-

State of the World 2001

23

Table 2–1. Groundwater as a Share 
of Drinking Water Use, by Region,

Late 1990s1

Share of
Drinking Water People

Region from Groundwater Served
(percent) (million)

Asia-Pacific 32 1,000 to 1,200

Europe 75 200 to 500

Latin America 29 150

United States 51 135

Australia 15 3

World 1,500 to 2,000

1Data on Africa not available.
SOURCE: Asia-Pacific and Latin America from United
Nations Environment Programme, Groundwater: A
Threatened Resource (Nairobi: 1996), 10–11; Europe
from Organisation for Economic Co-operation
and Development, Water Resources Management:
Integrated Policies (Paris: 1989); U.S. Environmental
Protection Agency, Office of Water, The Quality of
Our Nation’s Water (Washington, DC: 1998); Envi-
ronment Australia, State of the Environment Report
1996 (Canberra: 1996).
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tions, permanently shrinking the aquifer’s
storage capacity. This loss can be quite con-
siderable and is irreversible. The amount of
water storage capacity lost because of
aquifer compaction in California’s Central
Valley, for example, is equal to more than
40 percent of the combined storage capaci-
ty of all human-made reservoirs across the
state. Compacted aquifer sediments can
also cause the land above to sink. Such
“land subsidence” has occurred in some of
the world’s most populous places, including
Mexico City, Beijing, and some 45 other
Chinese cities.11

As the competition among factories,
farms, and households intensifies, it is easy
to overlook the extent to which groundwa-
ter is also required for essential ecological
services. It is an important component of
the planet’s hydrological cycle. When it
rains, some water trickles into soil and soaks
underground into an aquifer. Over cen-
turies, the aquifer gradually releases the
water to the surface, and eventually to the
sea. Therefore it is not just rainfall but also
groundwater welling up from beneath that
replenishes rivers, lakes, and streams. In a
study of 54 streams in different parts of the
United States, the U.S. Geological Survey
(USGS) found that groundwater is the
source for more than half the total flow, on
average. The 492 billion gallons (1.86
cubic kilometers) of water that aquifers add
to U.S. surface water bodies each day is
nearly equal to the daily flow of the Missis-
sippi. Groundwater provides the base con-
tribution for the Mississippi, the Niger, the
Yangtze, and many more of the world’s
great rivers—some of which would other-
wise not flow year-round. Wetlands, impor-
tant habitat for birds, fish, and other
wildlife, are often entirely groundwater-fed,
created in places where the water table
overflows to the surface on a constant basis.

Where too much groundwater has been
depleted, the result is often dried up
riverbeds and desiccated wetlands.12

In addition to providing enough water
to keep surface bodies stable, aquifers also
help prevent them from flooding: when it
rains heavily, aquifers beneath rivers soak up
the excess water, preventing the surface
flow from rising too rapidly and overflow-
ing onto neighboring fields and villages. In
tropical Asia, where the hot season can last
as long as nine months and where monsoon
rains can be very intense, this dual hydro-
logical service is of critical value. Aquifers
also provide a way to store fresh water with-
out losing much liquid to evaporation—
another service that is especially valuable in
hot, drought-prone regions, where such
losses can be quite high. In Africa, for
instance, on average a third of the water
removed from reservoirs each year is lost via
evaporation.13

Tracking the Hidden Crisis
In 1940, during World War II, the U.S.
Department of the Army acquired 70
square kilometers of land around Weldon
Spring and its neighboring towns near St.
Louis, Missouri. Where farmhouses and
barns had been, the Army established the
world’s largest TNT-producing facility. In
this sprawling warren of plants, toluene (a
component of gasoline) was treated with
nitric acid to produce more than a million
tons of the explosive compound each day at
the peak of production.14

Part of the manufacturing process
involved purifying the TNT—washing off
unwanted “nitroaromatic” compounds left
behind by the chemical reaction between
the toluene and nitric acid. Over the years,
millions of gallons of this red-colored muck
were generated. Some of it was treated at
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wastewater plants, but much of it ran off
from the leaky treatment facilities into
ditches and ravines, and soaked into the
ground. In 1945, when the Army left the
site, soldiers burned down the contaminat-
ed buildings but left the red-tinged soil and
the rest of the site as they were. For decades,
the site was abandoned and unused.15

In 1980, the U.S. Congress passed
“Superfund” legislation that required the
cleanup of several sites in the country that
were contaminated with hazardous waste.
Weldon Spring made it to the list of high
priority sites. The Army Corps of Engineers
was assigned the task, and what the workers
found baffled them. While they expected
the soil and vegetation around the site to be
contaminated with discarded nitroaromatic
wastes, they found that the chemicals were
also showing up in people’s wells, in towns
several miles from the site—a possibility
that no one had anticipated because the
original pollution had been completely
localized. Eventually, geologists determined
that there was an enormous plume of cont-
amination in the water below the TNT fac-
tory—a plume that over 35 years had
flowed through fissures in the limestone
rock to other parts of the aquifer.16

The Weldon Spring story may sound
like an exceptional case of clumsy planning
combined with a particularly vulnerable
geological structure. But in fact there is
nothing exceptional about it at all. Across
the United States, as well as in parts of
Europe, Asia, and Latin America, human
activities are still unwittingly sending dan-
gerous pollutants into groundwater. This is
not entirely new, of course; the subter-
ranean world has always been a sink for
whatever we need to dispose of—whether it
be our sewage, our garbage, or our dead.
But prior to the twentieth century, these
practices did not usually result in serious

damage to groundwater. This has changed
as the sheer volume of materials used has
escalated—and as scientists have introduced
thousands of chemicals that did not exist a
century ago. And many of these new sub-
stances not only endure far longer in the
environment, they are often more toxic
than their predecessors. Pesticide formula-
tions available today, for instance, are
between 10 and 100 times more potent
than those sold in 1975.17

What happened in Weldon Spring shows
that we cannot always anticipate where the
pollution is going to turn up in our water,
or how long after it is deposited it will reap-
pear. Because it can often take months or
years for a chemical to make its way from
the surface into groundwater, damage done
to aquifers may not show up for decades. In
many parts of the world, we are only just
beginning to discover contamination caused
by practices of 30 or 40 years ago. Some of
the most egregious cases of contamination
now being unearthed date back to cold
war–era nuclear testing and weapons-mak-
ing, for example. And once it gets into
groundwater, the pollution usually persists.
Aquifers usually contain less in the way of
dissolved oxygen, minerals, microbes, and
organic matter than soils—conditions that
do not encourage chemical breakdown. And
many aquifers are very large—the Ogallala
in the United States, for instance, spans por-
tions of eight midwestern states. These giant
formations can contain enormous volumes
of water, and may be very hard to access—
and thus virtually impossible to purify.18
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As this covert crisis unfolds, we are only
beginning to understand its dimensions.
Even hydrogeologists and health officials
have only a hazy impression of the likely
extent of groundwater damage in different
parts of the world. Few countries regularly
track the health of their aquifers, as the
enormous size and remoteness make them
extremely expensive to monitor. Nonethe-
less, given the data we now have, it is possi-
ble to sketch a rough map of the regions
affected and the principal threats they face.
(See Table 2–2.)

Jack Barbash, an environmental chemist
at the U.S. Geological Survey, points out
that we may not need to wait for expensive
tests to alert us to what to expect in our
groundwater. “If you want to know what
you’re likely to find in aquifers near Shang-
hai or Calcutta, just look at what’s used
above ground,” he says. “If you’ve been
applying DDT to a field for 20 years, for
example, that’s one of the chemicals you’re
likely to find in the underlying groundwa-
ter.” While the full consequences of today’s
chemical-dependent and waste-producing
economies may not become apparent for
another generation, Barbash and other sci-
entists are beginning to get a sense of just
how serious those consequences are likely
to be if present consumption and disposal
practices continue.19

The Slow Creep of Nitrogen
Fertilizers and pesticides applied to crop-
land have seeped into groundwater beneath
farming regions in many parts of the world.
Since the early 1950s, farmers have stepped
up their use of nitrogen fertilizers 20-fold
in an attempt to boost yields. But the larg-
er doses of nutrients often cannot be fully
used by plants. A study of a 140,000-
square-kilometer region of northern China,

for example, found that crops used on aver-
age only 40 percent of the nitrogen that
was applied. The U.S. National Research
Council estimates that in the United States,
between a third and half of nitrogen fertil-
izer applied to plants is wasted. In an aero-
bic (oxygen-containing) environment,
nitrogen is converted to nitrate—a form
more readily used by plants. Much of the
unused nitrate dissolves in rain and irriga-
tion water, eventually trickling through the
soil into underlying aquifers.20

Joining the excess chemical fertilizer
from farm crops is the organic waste gener-
ated by farm animals and the sewage pro-
duced by cities—both of which have a high
nitrate content. Because of its enormous
volume, livestock waste forms a particularly
potent tributary to the stream of excess
nutrients flowing into the environment. In
the United States, farm animals produce
130 times as much waste as people do—
with the result that millions of tons of cow
and pig feces are washed into streams and
rivers or seep into groundwater. To this
burden can be added the innumerable leaks
and overflows from urban sewage systems;
the fertilizer runoff from suburban lawns,
golf courses, and landscaping; and the
nitrates leaking (along with other pollu-
tants) from landfills.21

Nitrate pollution of groundwater has
become particularly severe in places where
human population—and the demand for
high food productivity—is most concentrat-
ed. In the northern Chinese counties of Bei-
jing, Tianjin, Hebei, and Shandong, nitrate
concentrations in groundwater exceeded 50
milligrams per liter (mg/liter) in more than
half of the locations studied. (The World
Health Organization (WHO) drinking
water guideline is 45 mg/liter of nitrate.) In
some places, the concentration had risen as
high as 300 mg/liter. It is likely that these
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Table 2–2. Some Major Threats to Groundwater 

Health and Ecosystem
Threat Sources Effects at High Concentrations Principal Regions at Risk

Nitrates Fertilizer runoff; manure Restricts amount of oxygen reaching Parts of midwestern
from livestock operations; brain, which can cause death in and mid-Atlantic United
septic systems infants (“blue-baby syndrome”); States, north China

linked to digestive tract and other plain, northern India,
cancers; causes algal blooms and parts of Eastern Europe
eutrophication in surface waters

Pesticides Runoff from farms, Organochlorines linked to repro- Parts of United States,
backyards, golf courses; ductive and endocrine disorders China, India
landfill leaks in wildlife; organophosphates

and carbamates linked to nervous
system damage and cancers

Petro- Underground petroleum Benzene and other petrochemicals United States,
chemicals storage tanks can be cancer-causing even at United Kingdom, parts

low exposure of former Soviet Union

Chlorinated Metals and plastics Linked to reproductive disorders California, industrial
solvents degreasing; fabric and some cancers zones in East Asia

cleaning; electronics
and aircraft manufacture

Arsenic Naturally occurring Nervous system and liver damage; Bangladesh,West 
skin cancers Bengal, India, Nepal,

Taiwan

Other heavy Mining waste and tailings; Nervous system and kidney United States, Central
metals landfills; hazardous damage; metabolic disruption America, Eastern

waste dumps Europe

Radioactive Nuclear testing and Increased risk of certain cancers Western United States,
materials medical waste parts of former Soviet

Union

Fluoride Naturally occurring Dental problems; crippling Northern China, north-
spinal and bone damage western India; parts of

Sri Lanka,Thailand, and
East Africa

Salts Seawater intrusion Freshwater unusable for drinking Coastal China and
or irrigation India, Gulf coasts of 

Mexico and Florida,
Australia,Thailand

SOURCE: Compiled from various sources cited throughout the chapter.
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levels have increased, as fertilizer applica-
tions have escalated since the tests were car-
ried out in 1995. They may increase even
more as China’s population (and demand
for food) swells and as more farmland is lost
to urbanization, industrial development,
nutrient depletion, and erosion.22

Reports from other regions show similar
results. (See Table 2–3.) In India’s bread-
basket states of Punjab and Haryana, where
nitrogen fertilizer is applied intensively,
wells tested in the early 1990s contained
nitrate at levels 5 to 15 times higher than
the safe limit. The USGS found that about
15 percent of shallow groundwater sampled
below agricultural and urban areas in the
United States in the mid-1990s had nitrate
concentrations above the drinking water

guideline; in some states, such as Nebraska,
a third of the wells exceeded this limit.23

Although there is little historical infor-
mation available about trends in the pollu-
tion of aquifers, several studies indicate that
nitrate concentrations have increased as fer-
tilizer applications and population size have
grown. In California’s Central Valley, for
instance, nitrate levels in groundwater
increased 2.5 times between the 1950s and
1980s—a period in which fertilizer inputs
grew sixfold. Levels in Danish groundwater
have nearly tripled since the 1940s.24

What happens when nitrates get into
drinking water? Consumed in high concen-
trations—at levels above 45 mg/liter—they
can cause infant methemoglobinemia, or
so-called blue-baby syndrome. Because of
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Table 2–3. High Nitrate Levels in Groundwater, Selected Regions, 1990s1

Region Nitrate Levels Source

Northern China Above 50 mg/liter in more than half Fertilizer runoff from
the locations tested farms

Yogyakarta, Indonesia Above 50 mg/liter in half the wells tested Septic tanks

Canary Islands Ranged between 70 and 265 mg/liter High nitrogen fertilizer use
in tested wells beneath banana plantations on banana plantations

Central Nigeria Ranged between 50 and 500 mg/liter Human and animal 
in wells tested near small towns waste disposal

Romania Above 50 mg/liter in 35 percent of Unsewered wastewater
groundwater tested

East Anglia, United Kingdom Above 50 mg/liter in 142 locations tested Fertilizer leaching from
fields

Yucatán Peninsula, Mexico Shallow groundwater had levels above Domestic animal and
45 mg/liter at more than half the human waste; agricultural
locations tested runoff

Nebraska and Kansas, Above 45 mg/liter in 35 percent of Fertilizer runoff from
United States samples tested farms

1Levels found exceeded the WHO drinking water limit of 45 mg of nitrate per liter.
SOURCE: See endnote 23.
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low gastric acidity, infant digestive systems
convert nitrate to nitrite, which blocks the
oxygen-carrying capacity of a baby’s blood,
causing suffocation and death. Since 1945,
about 3,000 cases have been reported
worldwide—nearly half of them in Hun-
gary, where private wells have particularly
high concentrations of nitrates. Ruminant
livestock such as goats, sheep, and cows are
vulnerable to methemoglobinemia in much
the same way infants are, because their
digestive systems also quickly convert
nitrate to nitrite. Nitrates have been linked
to miscarriages in women and to an
increased risk of non-Hodgkin’s lym-
phoma. They have also been implicated in
digestive tract cancers, although the epi-
demiological link is still uncertain.25

In cropland, nitrate pollution of ground-
water can have a paradoxical effect. When
nitrate-laden water is used to irrigate crops,
the net result may be to reduce rather than
increase production. In Libya, for example,
grape vines irrigated with water containing
50 mg/liter of nitrogen bore almost no
fruit. Too much nitrate can also weaken
plants’ immune systems, making them more
vulnerable to pests and disease. Over-fertil-
izing makes wheat more susceptible to
wheat rust, for example, and it makes pear
trees more vulnerable to fire blight. At con-
centrations above 30 mg/liter, but some-
times as low as 5 mg/liter, nitrate
applications can delay crop maturity, can
severely damage plant roots, and can thin
stems and branches, making it difficult for
plants to bear their own weight. The U.N.
Food and Agriculture Organization (FAO)
reports that, in general, too much nitrogen
in irrigation water has the same effect on
crops as too much fertilizer.26

Nitrates in groundwater can also damage
surface ecosystems. Consider the Chesa-
peake Bay in the mid-Atlantic United

States. Once a thriving ecosystem and
vibrant fishery, much of the bay is now suf-
fering the consequences of too many nutri-
ents. Enormous volumes of nitrogen and
phosphorus are washed into its waters each
day from the region’s chicken farms, crop-
land, and septic systems; these nutrients
spur the growth of algae, which now cover
the water’s surface. These massive algal
blooms slowly atrophy the ecosystem by
blocking sunlight from sea grasses—impor-
tant habitat for fish and shellfish, and food
for waterfowl. And when the algae die, their
decomposition sucks up dissolved oxygen,
killing off other aquatic species.27

The bay’s plight has alarmed many of the
region’s residents, but they might not be
aware of groundwater’s role in the ecosys-
tem’s collapse. Almost half of the nutrients
that pour into the bay are carried there by
aquifers either directly or, more typically,
via the region’s streams: groundwater con-
tributes more than half of the 190 billion
liters of water that rivers and streams empty
into the Chesapeake Bay every day.28

The amount of a chemical that reaches
groundwater depends on a number of fac-
tors: the amount used above ground, the
geology of the region, climate, cropping
practices, and the characteristics of the
chemical itself, such as how mobile and sol-
uble it is in water. Aquifers that are frac-
tured in many places and that lie below
coarse-textured and porous soils can be
very vulnerable to pollution. This is true for
the basalt and the sand and gravel deposits
that lie beneath southeastern Washington
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state’s potato and corn fields. These fields
are heavily irrigated, thus expediting the
flow of water and chemicals into the under-
lying aquifer. Other aquifers may be less
susceptible: the relatively impermeable clay
soils in some parts of the U.S. Midwest, for
example, make it difficult for water and
chemicals to seep underground. Because
the soils drain water so poorly, the region’s
farmers have constructed tile drains and
ditches to divert the excess irrigation water.
As a result, farm chemicals run off over land
into streams and lakes, which is why the
region’s surface water has among the high-
est nitrate levels in the country.29

In places where farms are adjacent to
woods and forests, groundwater nitrate lev-
els are often significantly lower. This is
because forested areas create conditions that
prevent the biological transformation of
nitrogen into nitrate. Vegetation can also act
as a filter, absorbing some of the nutrients
before they enter groundwater. In the nutri-
ent-laden Chesapeake Bay watershed, for
instance, the lowest levels of nitrate in
groundwater were reported in areas where
farms were interspersed with woodlands. On
the other hand, groundwater beneath homo-
geneous farmland that is heavily fertilized is
more likely to carry high levels of nitrate.30

Pesticides on Tap
Pesticides are designed to kill. Yet it took
several years after the first synthetic pesti-
cides were introduced in the 1940s before
it became apparent that these chemicals
were also injuring non-target organisms—
including humans. Even when the health
concerns about some pesticides were wide-
ly recognized in the 1960s, it was assumed
that the real dangers lay in the dispersal of
these chemicals among animals and
plants—not deep underground. It was gen-

erally assumed that very little pesticide
would leach below the upper layers of soil,
and that if it did, it would be degraded
before it could get any deeper. Soil, after all,
is known to be a natural filter that purifies
any water that trickles through. It was
thought that industrial or agricultural
chemicals, like such natural contaminants as
bacteria or leaf mold, would be filtered out
as the water percolated through the soil.31

But over the past 35 years, this assump-
tion of safety has proved mistaken. Cases of
extensive pesticide contamination of
groundwater have come to light in farming
regions of the United States, Western
Europe, and South Asia. In the United
States, for instance, nearly 60 percent of
wells sampled in agricultural areas in the
mid-1990s contained these chemical com-
pounds. And because they are also used to
get rid of weeds on front lawns and golf
courses, and to kill mosquitoes and other
disease-carrying insects, pesticides also lurk
in aquifers below cities and suburbs.32

We now know that pesticides not only
leach into aquifers, but sometimes remain
there long after the chemical is no longer
used. The organochlorine pesticide DDT,
for instance, is still found in U.S. ground-
water even though its use was banned 30
years ago. In the San Joaquin Valley of Cal-
ifornia, the soil fumigant DBCP (dibro-
mochloropropane), which was used
intensively in fruit orchards before it was
banned in 1977, still lingers in the region’s
water supplies. Of 4,507 wells sampled by
the USGS between 1971 and 1988, nearly a
third had DBCP levels that were at least 10
times higher than the maximum allowed by
drinking water standards. And dieldrin, an
organochlorine that was used for termite
control around Atlanta until its use was pro-
hibited in 1987, showed up in the city’s well
water in tests conducted in the mid-1990s.33

State of the World 2001

30



UNCOVERING GROUNDWATER POLLUTION

In places where organochlorines are still
widely used, the risks continue to mount.
After half a century of spraying in the east-
ern Indian states of West Bengal and Bihar,
for example, the Central Pollution Control
Board found DDT in groundwater at levels
as high as 4,500 micrograms per liter—sev-
eral thousand times higher than what is
considered acceptable. Organochlorines are
especially dangerous because they accumu-
late in body fat and tissue, and because their
concentration magnifies as they move up
the food chain.34

In recent decades, chemical companies
have developed hundreds of compounds
that are highly toxic but considered less
ecologically damaging because they are
short-lived. A pesticide’s persistence is mea-
sured in terms of its half-life—the time it
takes for 50 percent of a chemical’s mass to
decay—in soil. What scientists are learning,
however, is that pesticides are far more per-
sistent in groundwater than they are in soil.
The herbicide alachlor, for instance, has a
half-life of 20 days in soil, but of nearly four
years in groundwater.35

Many of the pesticides that have replaced
the organochlorines are known to be acute-
ly toxic to humans and wildlife. The
organophosphate and carbamate insecti-
cides, for instance, are neurotoxins, or
nerve poisons. A number of herbicides fre-
quently detected in groundwater—includ-
ing alachlor, atrazine, and triazine—are
thought to interfere with the body’s repro-
ductive systems. And several pesticides are
known to cause cancers, suppress the
body’s immune systems, or interfere with
childhood development.36

Pesticides are often found in combina-
tion, because most farms use a range of tox-
ins to destroy different kinds of insects,
weeds, and plant diseases. The USGS
detected two or more pesticides in ground-

water at a quarter of the sites sampled
across the United States. (See Table 2–4.)
In the Central Columbia Plateau aquifer,
under the states of Washington and Idaho,
two thirds of water samples contained mul-
tiple pesticides. And even when the original
pesticide does not appear to be in ground-
water, its breakdown components, or
degradates, often show up. When USGS
researchers tested groundwater for this phe-
nomenon, degradates of herbicides turned
up more frequently than the original, or
parent, compounds. For example, although
just 1 percent of wells sampled in Iowa con-
tained alachlor at levels above 0.2 micro-
grams per liter, more than half contained its
degradates. These compounds can be as
persistent and toxic as the original pesticide,
or more so.37

Scientists are not entirely sure what hap-
pens when these chemicals come together.
Water quality standards do not exist for the
many hundred individual pesticides in
use—the U.S. Environmental Protection
Agency (EPA) has drinking water standards
for just 33 of these compounds—to say
nothing of the infinite variety of toxic
blends now trickling into the groundwater.
But there is some indication of possible
additive or synergistic surprises we can
expect. When researchers at the University
of Wisconsin examined the effects of
aldicarb, atrazine, and nitrate blends in
groundwater—a mixture typically found
beneath U.S. farms—they found that
“more biological responses occur in the
presence of mixtures of common ground-
water contaminants than if contaminants
occur singly.” Fluctuation in concentrations
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of the thyroid hormone, for example, is a
typical response to mixtures, but not usual-
ly to individual chemicals. Other research
found that combinations of pesticides
increased the incidence of fetal abnormali-
ties in the children of pesticide sprayers.38

While the most direct impacts may be on
drinking water, there is also concern about
what occurs when the pesticide-laden water
below farmland is pumped back up for irri-
gation. One apparent consequence is a
reduction in crop yields. In 1990, the con-
gressional Office of Technology Assessment
reported that herbicides in shallow ground-
water had the effect of “pruning” crop
roots, thereby retarding plant growth.39

Although most studies on pesticide con-
tamination have been conducted in temper-
ate regions, these chemicals pose serious
risks to groundwater in the tropics as well.
Researchers found such extensive atrazine
contamination beneath sugarcane planta-
tions in Barbados that they concluded the

chemical was “more or less ubiquitous” in
the island’s coral limestone aquifer. (Barba-
dians get almost all their water from this
aquifer.) And high levels of the soil insecti-
cide carbofuran and its more persistent
degradate, carbofuran-phenol, were detect-
ed in groundwater under vegetable farms
on Sri Lanka’s northwest coast, where soils
are sandy and permeable.40

The Pervasiveness of Volatile
Organic Compounds

San Jose, California, is the capital of the
world’s high-tech industry. As you drive
into the city, it may be hard to imagine that
the squeaky-clean veneer of the computer
industry conceals a dirty underbelly: Silicon
Valley has more Superfund sites than any
other area its size in the United States. Its
pollution is reflected not in smokestacks but
in the contaminated aquifers beneath the
valley. The source? Thousands of under-
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Table 2–4. Groundwater Contamination in the United States,
Selected Chemicals, 1990s

Share of Groundwater
Above Drinking

Containing at Least Containing Two or More Water Guidelines
Chemical Group Chemical Tested For Chemicals in Group for a Single Chemical

(percent)

Nitrates 71 not applicable1 15

Pesticides 50 25 not significant

Volatile Organic 473 29 6
Compounds2

1Nitrates are typically found in aquifers where pesticides are detected, however. 2A small share of
these VOCs are used as pesticides. 3Samples from urban areas only.
SOURCES: Bernard T. Nolan and Jeffrey D. Stoner,“Nutrients in Groundwaters of the Conterminous United
States, 1992–1995,” Environmental Science & Technology, vol. 34, no. 7 (2000), 1156; U.S. Geological Survey,
The Quality of Our Nation’s Waters—Nutrients and Pesticides (Reston,VA: 1999) 57–58, 76; Paul J. Squil-
lace et al.,“Volatile Organic Compounds in Untreated Ambient Groundwater of the United States,”  Envi-
ronmental Science & Technology, vol. 33, no. 23 (1999), 4176.
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ground tanks that leak chlorinated solvents
and other chemicals that are stored or dis-
carded by electronics firms. In industrial
countries, waste that is too hazardous to
landfill is routinely buried in underground
tanks. But as these caskets age, they eventu-
ally spring leaks. As of February 2000, there
were about 386,000 confirmed leaks from
underground storage tanks in the United
States. In Silicon Valley, local groundwater
authorities found that 85 percent of the
tanks they inspected had creaks.41

Pull into any gas station in the United
States and you will likely park over a second
pervasive groundwater threat: an under-
ground storage tank for petroleum. Like
the tanks that store solvents, many of these
were installed two or three decades ago.
Left in place long past their expected life-
times, many have rusted through—allowing
a steady trickle of chemicals into the
ground. EPA estimates that in the United
States, about 100,000 of these tanks are
leaking. In 1993, petroleum giant Shell
reported that a third of its 1,100 gas sta-
tions in the United Kingdom were known
to have contaminated soil and groundwater.
Because the tanks are underground, they
are expensive to dig up and repair, so the
leakage in some cases continues for years.
Petroleum and its associated chemicals—
benzene, toluene, and gasoline additives
such as MTBE, a fuel oxygenate added to
reduce carbon monoxide emissions—is the
most common category of groundwater
contaminant found in aquifers in the Unit-
ed States.42

Both petrochemicals and chlorinated sol-
vents are types of synthetic chemicals
known as volatile organic compounds
(VOCs), whose chemical and physical prop-
erties allow them to move freely between
water and air. VOCs often turn up in
groundwater beneath industrial areas and

cities: they were detected in almost half the
wells sampled near U.S. cities between
1985 and 1995. Between 35 million and 50
million people in these urban areas may be
drinking water containing varying levels of
these compounds.43

In many ways, solvents are ideal candi-
dates as groundwater pollutants. One rea-
son is that they are produced and used so
widely. Synthetic organic chemical produc-
tion expanded from less than 150,000 tons
in 1935 to 150 million tons in 1995; these
compounds are now used in paints, adhe-
sives, gasoline, plastics, and hundreds of
other everyday products. They are also used
for cleaning and degreasing in the electron-
ics and aerospace industries, as well as by
small firms such as photo developers and
dry cleaners.44

A second reason for this pollution is
chlorinated solvents’ physical and chemical
properties. They do not stick to soils,
meaning that almost none of the chemical is
absorbed by sediments on its underground
journey. Because many solvents are denser
than water, they can sink deep into an
aquifer. And since they do not degrade eas-
ily, they remain there for a long time, dis-
solving slowly and circulating to other parts
of the aquifer—as happened in Weldon
Spring.45

VOCs can be dangerous to human and
animal health when they are consumed
even in tiny concentrations. Petrochemicals
such as benzene, for example, at extremely
low levels can cause cancer. Women
exposed to chlorinated solvents have a two-
to fourfold higher incidence of miscarriage.
These compounds have also been linked to
kidney and liver damage and childhood
cancers. An early case came from the town
of Woburn, Massachusetts, in the 1970s,
where a cluster of childhood leukemia cases
was traced back to high levels of the chlori-
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nated solvents perchloroethylene (PERC)
and trichloroethylene in the city’s wells.46

Ironically, a major factor in such conta-
mination is that in most places people have
learned to dispose of waste—to remove it
from sight and smell—so effectively that it
is easy to forget that Earth is a closed eco-
logical system in which nothing permanent-
ly disappears. The methods normally used
to conceal garbage and other waste—land-
fills, septic tanks, and sewers—become the
major conduits of chemical pollution of
groundwater. In the United States, busi-
nesses drain almost 2 million kilograms of
assorted chemicals into septic systems each
year, contaminating the drinking water of
1.3 million people. In many parts of the
developing world, factories still dump their
liquid effluent onto the ground and wait for
it to disappear.47

In part, the “volatility” of these com-
pounds has made it seem deceptively easy
to get rid of them. When poured over the
earth, as they were in Woburn, VOCs seem
to disappear completely, to evaporate into
the atmosphere. But in fact, some amount
seeps underground and gets into ground-
water. Even protected landfills can be a
potent source of aquifer pollution: EPA
found that a quarter of the landfills in
Maine, for example, had contaminated
groundwater.48

Sometimes waste is funneled directly
into aquifers. Sixty percent of the most haz-
ardous liquid waste in the United States—
34 billion liters of solvents, heavy metals,
and radioactive materials—is injected

straight into deep groundwater via 
thousands of “injection wells” across the
country. Although EPA requires that these
effluents be injected below the deepest
source of drinking water, some of these
wastes have entered aquifers used for 
water supplies in parts of Florida, Texas,
Ohio, and Oklahoma. And in India, a study
across five industrializing states—Gujarat,
Haryana, Punjab, Andhra Pradesh, and
Karnataka—found that scores of factories
were illegally injecting their wastes into
tubewells that were used to pump out
drinking and irrigation water.49

Like pesticides, VOCs are typically found
in combination. In the United States, 29
percent of wells tested near urban areas
contained multiple VOCs; overall, a total of
46 different kinds of these compounds
turned up in groundwater. But Paul Squil-
lace, the lead researcher in the study, notes
that “because current health criteria are
based on exposure to a single contaminant,
the health implications of these mixtures
are not known.”50

VOCs have been detected in groundwa-
ter in other industrial countries as well. In
the Netherlands, one study found that 28
percent of groundwater used for drinking
contained PERC, a solvent used widely in
dry cleaning, at levels greater than 10
micrograms per liter. Chlorinated solvents
were found in close to half the groundwater
used for drinking in England in 1985. And
a survey of 15 Japanese cities found that 30
percent of all groundwater supplies con-
tained varying levels of chlorinated solvents,
although just 3 percent were above pre-
scribed limits. The source was leaky storage
tanks from electronics companies. Few data
are available from other rapidly industrializ-
ing countries of East Asia, but this is a
region where VOC use is accelerating. For
instance, the production of semiconductor
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chips, which involves chlorinated solvents,
is expected to nearly triple in the Asia-Pacif-
ic region (excluding Japan) between 1999
and 2003.51

Some of the greatest shocks may be felt
in places where chemical use and disposal
have climbed in the last few decades, but
where the most basic measures to shield
groundwater have not been taken. In India,
for example, the Central Pollution Control
Board surveyed 22 major industrial zones
and found that groundwater in every one of
them was unfit for drinking. When asked
about these findings, the Board’s chairman
D.K. Biswas remarked, “The result is fright-
ening, and it is my belief that we will get
more shocks in the future.”52

The Threat of Natural 
Contaminants

In the early 1990s, several villagers living
near India’s West Bengal border with
Bangladesh began to complain of skin sores
that wouldn’t heal. A researcher at Calcut-
ta’s Jadavpur University, Dipanker
Chakraborti, recognized the lesions imme-
diately as early symptoms of chronic arsenic
poisoning. In later stages, the disease can
lead to gangrene, skin cancer, damage to
vital organs, and eventually death. In the
months that followed, Chakraborti learned
that patients with similar symptoms were
streaming into hospitals in Bangladesh. By
1995, it was clear that the region faced a
crisis of untold proportions, and that the
source of the poisoning was water from
tubewells, from which 95 percent of
Bangladesh gets its drinking water.53

Experts estimate that today, arsenic in
drinking water could threaten the health of
20–75 million Bangladeshis—more than
half the country’s population—and another
6–30 million people in West Bengal, India.

As many as 1 million wells in the region may
be contaminated with the heavy metal at lev-
els between 5 and 100 times the WHO
drinking water guideline of 0.01 mg/liter.
Arsenic poisoning has already caused at least
7,000 deaths, say local officials in
Bangladesh. WHO predicts that within a
few years, 1 in 10 deaths in southern Bangla-
desh may be from arsenic-related cancers.54

How did the arsenic get into groundwa-
ter? Until the early 1970s, rivers and ponds
supplied most of Bangladesh’s drinking
water. Concerned about the risks of water-
borne disease, international aid agencies
launched a well-drilling program to tap
groundwater instead. The agencies,
unaware that soils of the Ganges aquifers
are naturally rich in arsenic, did not test the
sediment before drilling tubewells. Scien-
tists are still debating what chemical reac-
tions released the arsenic from the mineral
matrix in which it is naturally bound up.
But since the effects of chronic arsenic poi-
soning can take up to 15 years to appear,
the epidemic was not recognized until it
was well under way.55

Salt is another naturally occurring
groundwater pollutant that is often intro-
duced by human activity. Normally, water
in coastal aquifers empties into the sea. But
when too much water is pumped out of
these, the process is reversed: seawater
moves inland and enters the aquifer.
Because of its high salt content, just 2 per-
cent of seawater mixed with fresh water
makes the water unusable for drinking or
irrigation. And once salinized, a freshwater
aquifer can remain contaminated for a very
long time. Brackish aquifers frequently sim-
ply have to be abandoned because desalin-
ization is very expensive. This has been the
case in Bangkok, Thailand, and in parts of
Gujarat state and the city of Madras in
India.56

UNCOVERING GROUNDWATER POLLUTION
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In Manila, where groundwater levels
have fallen 50–80 meters because of over-
draft, seawater has flowed as far as 5 kilo-
meters into the Guadalupe aquifer that lies
below the city. Similarly, salt water has trav-
eled several kilometers inland into aquifers
beneath Jakarta, parts of Florida in the
United States, and along parts of coastal
Turkey and China. Saltwater intrusion is
also a serious problem on islands such as the
Maldives and Cyprus, which are so depen-
dent on aquifers for water supply.57

Fluoride is another natural contaminant
that threatens millions in parts of Asia.
Aquifers in the drier regions of northwest-
ern India, northern China, and parts of
Thailand and Sri Lanka are naturally rich in
fluoride deposits. Fluoride is an essential
nutrient for bone and dental health, but
when consumed in high concentrations it
can lead to crippling damage to the neck
and back and to a range of dental problems.
WHO estimates that 70 million people in
northern China and 30 million in north-
western India are drinking water with
excessive fluoride levels.58

Changing Course
The various incidents of aquifer pollution
described thus far may seem isolated. A
group of wells in northern China have
nitrate problems; another cluster in the
United Kingdom are laced with solvents. In
each place it might seem that the problem
is local and can be contained. But put them
together and the bigger picture starts to
emerge. Some of the world’s most popu-
lous and rapidly expanding regions are in
essence unintentionally poisoning their
own wells—thus giving up their supplies of
a vital source of fresh water. Perhaps most
worrisome is that despite only limited mon-
itoring and testing of underground water,

we have discovered as much damage as we
have. And because of the time lags
involved—and given our high levels of
chemical use and waste generation in recent
decades—the future may bring even more
unpleasant surprises.

In most cases, responses to groundwater
pollution have been largely “end-of-pipe”
solutions: utilities have installed filters or
have abandoned groundwater supplies alto-
gether. Several cities around the world have
had to seek out alternate supplies of water
because their groundwater became unus-
able. (See Table 2–5.) In recent years, half
of all wells in Santa Monica, California, for
instance, have been shut down because of
dangerously high MTBE levels. In places
where alternate supplies are not easily avail-
able, utilities will have to resort to increas-
ingly elaborate filtration set-ups to make
the water safe for drinking. In heavily cont-
aminated areas, hundreds of different filters
may be necessary. By one estimate, utilities
in the U.S. Midwest spend an added $400
million each year to treat water for just one
chemical—atrazine, a commonly detected
pesticide in U.S. groundwater. When chem-
icals are found in unpredictable mixtures
rather than discretely, providing safe water
may become even more expensive.59

Where engineers have actually tried to
“clean” contaminated aquifers, difficult
though that might be, the favored technolo-
gy has been “pump-and-treat.” Three quar-
ters of the highly contaminated Superfund
sites in the United States where cleanup is
under way use this technology. Groundwater
is sucked out of the aquifer, its contaminants
are flushed out or chemically treated above
ground, and the water is injected back into
the aquifer. This technology works on the
principle that decades of such treatment will
ultimately dilute the underground contami-
nation. The amount of water needed to
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purge an aquifer is “unimaginably large,” say
scientists at the U.S. National Research
Council. And they add that “simple calcula-
tions ...show that predicted cleanup times
range from a few years to tens, hundreds,
and even thousands of years.”60

The National Research Council estimates
that in the United States, the costs of clean-
ing up the 300,000–400,000 heavily conta-
minated sites where groundwater is
polluted will be as high as $1 trillion over
the next 30 years. (So far, cleanup work has
begun on just 4,000 of these sites since
Superfund laws were passed in 1980.)
Experts concur that in most cases, complete
cleanup is nearly impossible. This is in large
part due to the enormous size of aquifers
and the persistent nature of many synthetic
chemicals now found underground. Some
of the radioactive waste that has leaked into
Washington State’s Central Columbia
Plateau Aquifer has a half-life of 250,000
years. (Since 1943, hundreds of billions of
gallons of radioactive wastes have been
dumped into the aquifer and soils by the

U.S. Department of Energy’s Hanford
Nuclear Reservation.) When such long-
lived waste gets into aquifers—as it has in
Washington—cleanup is not even an
option.61

In many places, various authorities and
industries have tried to fight contamination
leak by leak, or chemical by chemical, only
to find that individual fixes simply do not
add up. As landfills are lined to reduce leak-
age, for instance, tons of pesticide may be
running off nearby farms and into aquifers.
As holes in underground gas tanks are
mended, acid from mines may be seeping
into groundwater. Clearly, it is essential to
control damage already inflicted, and to pro-
tect communities and ecosystems from the
poisoned fallout. But given what is already
known—that damage done to aquifers is
mostly irreversible, that it can take years
before groundwater pollution reveals itself,
that chemicals react synergistically and often
in unanticipated ways—it is equally clear
that a patchwork response will not be effec-
tive. (See Table 2–6.) Given how much
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Table 2–5. Selected Examples of Aquifers Abandoned due to Chemical Pollution

Region Chemical(s) Comments

Bangkok,Thailand Salt Excessive pumping of groundwater caused
seawater to enter the aquifer. Chloride 
levels increased 60-fold; many wells have
been abandoned.

Santa Monica, California, MTBE, a gasoline additive A petroleum spill produced MTBE levels
United States 30 times higher than the guideline.Wells

supplying half the city’s water had to be
closed down.

Shenyang, China Nitrate, ammonium, oils, Overpumping and pollution have forced
phenol and other industrial authorities to replace groundwater with
pollutants more expensive surface water supplies.

SOURCE: See endnote 59.
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damage this pollution inflicts on public
health, the environment, and the economy
once it gets into the water, it is critical that
emphasis shift from filtering out toxins to
not using them in the first place. Andrew
Skinner, who heads the International Associ-
ation of Hydrogeologists, puts it this way:
“Prevention is the only credible strategy.”62

To do this requires looking not just at
individual factories, gas stations, cornfields,
and dry cleaning plants, but at the social,
industrial, and agricultural systems of which
these businesses are a part. The ecological
untenability of these systems is what is poi-
soning the world’s water. It is the predom-
inant system of high-input agriculture, for
example, that floods the land—and the
underlying water—with massive applica-

tions of agricultural chemicals. It is the sys-
tem of car-dominated, geographically
expanding cities that flood aquifers and
soils with petrochemicals, heavy metals, and
sewage. An adequate response will require a
thoughtful overhaul of each of these sys-
tems.

Perhaps the most dramatic gains will
come from reorienting agriculture so that it
is far less dependent on chemicals. Farm
runoff is a leading cause of groundwater
pollution in many parts of Europe, the
United States, China, and India—and it is
impossible to control this pollution in a
piecemeal fashion. Lessening its impact
thus calls for adopting practices that sharply
reduce this runoff—or, better still, that
require far smaller amounts of pesticides
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Table 2–6. Evaluating Responses to Groundwater Pollution

Strategy Evaluation

End-of-pipe filters Necessary if groundwater is the only available drinking water
source. Expensive; does not protect people against multiple
chemicals. Does not prevent pollution of aquifers.

Cleaning aquifers using “pump-and-treat” Very expensive; can take decades or centuries before water
and other remediation technologies quality improves significantly. Technically impossible to

completely clean an aquifer. Does not prevent pollution of
aquifers.

Restricting chemical use and disposal Transfers polluting activity away from most vulnerable
above vulnerable aquifers aquifers; does not prevent pollution from entering the

environment altogether.

Changing polluting systems by moving Reduces the amount of pollution in the entire system,
toward closed-loop agricultural, urban, lightening the load on aquifers as well as other ecological
and industrial systems systems.

SOURCES: National Research Council, Alternatives for Ground Water Cleanup (Washington, DC: National Acad-
emy Press, 1994); U.N. Environment Programme, Groundwater: A Threatened Resource (Nairobi: 1996).
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and fertilizers to begin with. Even without
radical shifts in the way we farm, there is
plenty of room to improve the efficiency of
chemical use. On average, roughly 85–90
percent of pesticides used for agriculture
never reach target organisms, but instead
spread through the environment. In Brazil,
for example, farmers spray orchards with
almost 10,000 liters of pesticide per hectare
each week. FAO experts say that with mod-
ified application techniques, these chemicals
could be applied at one tenth that amount
and still be effective.63

In the Netherlands, some 550 farmers
have reduced their levels of inputs by
between 30 and 50 percent—and have
completely eliminated their insecticide
use—by monitoring and altering their farm-
ing practices: testing soil fertility to estimate
how much additional nutrients are needed,
for example, and planting a diverse array of
crops. Since they have been able to main-
tain crop yields while using less input, their
profit margins have increased. Meanwhile,
their farms pollute far less: nitrogen and
phosphorus levels in drainage water have
declined 40–80 percent.64

But while greater efficiency constitutes a
major improvement, there is also the possi-
bility of replacing chemicals with nonpol-
luting methods of improving soil fertility
and controlling pests. Recent studies sug-
gest that farms can still maintain high yields
using this approach. One decade-long
investigation by the Rodale Institute in
Pennsylvania, for example, compared a
high-intensity system with traditional
manure and legume-based cropping sys-
tems that used no synthetic fertilizer or pes-
ticides. The researchers found that the two
traditional systems retained more soil
organic matter and nitrogen—indicators of
soil fertility—and leached 60 percent less
nitrate than the high-intensity system.

Yields for maize and soybean crops differed
by less than 1 percent between the three
cropping systems over 10 years.65

Nearly 150 years ago, Charles Darwin
observed in On the Origin of Species that
wheat fields planted in diverse varieties of
the grain were more productive than those
planted in single varieties. This is because
mixtures check the spread of pathogens
and, therefore, of disease. For centuries,
farmers have practiced such “polycropping”
to protect their fields against disease. And
in China, all the farmers in the Yunnan
Province recently reconfirmed Darwin’s
observations. Until 1998, they planted
monocultures of just two kinds of hybrid
rice—and constantly battled the fungal dis-
ease, rice blast. But by growing multiple
varieties of rice in the same paddies, they
were able to double yields and at the same
time to completely eliminate their use of
fungicide.66

Since 1986, Indonesian farmers have
practiced ecologically based pest control—a
set of practices known as integrated pest
management (IPM). In addition to planting
diverse species, strategies include introduc-
ing a pest’s natural predators and interspers-
ing crops with plants that repel pests. In the
first four years of Indonesia’s nationwide
program, pesticide use on rice fell by half
and yields increased by 15 percent. Similar
programs have helped rice farmers in seven
other Asian countries to cut pesticide use by
nearly half while raising yields on average 10
percent. IPM has also taken root in places as
diverse as Kenya, Cuba, Peru, and Iowa in
the United States.67

Reining in agriculture’s excessive depen-
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Even without radical shifts in the way
we farm, there is plenty of room to
improve the efficiency of chemical use.
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dence on chemicals will call for innovative
responses not just from farmers, but from
policymakers and businesses too. For
instance, Indonesia’s success was due in
large part to parallel changes in policies: 57
pesticides were banned for use on rice, and
pesticide subsidies were removed—saving
the government $120 million. Several
European countries, including Denmark,
Finland, Norway, and Sweden, now tax pes-
ticide sales to encourage farmers to use
fewer inputs. Sweden’s 7.5-percent tax (per
kilogram of active ingredient) has had
impressive results: it helped slash the coun-
try’s pesticide use by 65 percent between
1986 and 1993. The program is still under
way, with the goal of reducing pesticide use
by another half. The French government is
considering a steep tax on fertilizers and
pesticides, spurred largely by water pollu-
tion problems in the country.68

In Germany, private water supply com-
panies have discovered the economic bene-
fits of organic farming. Firms in Munich,
Osnabrück, and Leipzig pay local farmers as
much as 550 Deutsche marks ($250) per
hectare for three years to convert to organ-
ic operations. The firms are responsible for
supplying clean water to their customers,
and have found that it costs less to invest in
sustainable farming than to strip pesticides
out of polluted water.69

New York City has also worked with
farmers to protect its water sources. The
city’s water supply depends on 5,000
square kilometers of watershed located 250
kilometers to its north. The watershed is
also home to many of New York’s small
dairy farmers, who grow corn and hay for
feed. Policymakers in the 1980s knew that
farm runoff would affect water quality, but
believed that the only way to protect New
York’s water supply was by installing elabo-
rate filtration systems. The filters would

have doubled the costs of New York’s
water, and mandatory farm regulations
would have put many small farmers out of
business.70

Concerned about the expense and short-
sightedness of this solution, in 1991 Al
Appleton, the Commissioner of the city’s
Department of Environmental Protection,
began to develop an alternate plan. Today,
the farmer-led Watershed Agricultural
Council helps New York’s farmers better
manage their operations to protect water
quality—for example, to time their fertiliz-
er applications better and to be more effi-
cient with their use of inputs. Although it is
too early to quantify the water quality ben-
efits, the program’s financial savings have
been considerable. While the filtration sys-
tem would have cost upwards of $4 billion,
New York City’s watershed protection will
cost an estimated $1.5 billion. Nationwide,
EPA estimates that reducing agricultural
pollution could save at least $15 billion in
avoided costs of constructing advanced
water treatment facilities.71

In industrial settings, building “closed-
loop” production and consumption systems
can help slash the amounts of waste that
factories and cities send to landfills, sewers,
and dumps—thus protecting aquifers from
leaking pollutants. In places as far-ranging
as Tennessee in the United States, Fiji,
Namibia, and Denmark, environmentally
conscious investors have begun to build
“industrial symbiosis” parks in which the
unusable wastes from one firm become the
input for another. Such waste exchanges
help an industrial park in Kalundborg, Den-
mark, to keep more than 1.3 million tons of
effluent out of landfills and septic systems
each year, while preventing some 135,000
tons of carbon and sulfur from leaking into
the atmosphere.72

By reusing spent materials and chemi-
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cals, individuals and firms can help reduce
the risk of groundwater pollution from
heavy metals, insulation chemicals, cleaning
solvents, and other toxic substances that
leak out of landfills. The Xerox Corpora-
tion, for example, remanufactures more
than a third of its photocopiers by using
components from older machines—a strat-
egy that saved 143,000 tons of materials
from bring dumped in landfills in 1999
alone. Each remanufactured machine must
meet the same standards as a newly minted
one and comes with the same warranty.73

Some regions have set waste reduction as
a collective goal. The Netherlands, for
instance, has a national goal of cutting its
wastes 70–90 percent. Pollution taxes have
already helped the nation slash discharges
of heavy metals into waterways by 72–99
percent between 1976 and the mid-1990s.
The city of Canberra in Australia aims for a
“No-Waste-by-2010” goal. As part of the
campaign, authorities in the city have set up
an online resource exchange—an informa-
tion center that helps match suppliers of
waste material with buyers.74

In some cases, the costs of using a par-
ticular chemical may be so great that the
only way to protect human health and the
environment adequately is to eliminate its
use completely. In 1987, for instance, the
global community signed a treaty phasing
out the use of substances that were found
to deplete the ozone layer. Since that time,
their use has fallen substantially—by 88 per-
cent in the case of chlorofluorocarbons,
chemicals that were commonplace in refrig-
erators and air conditioners just a few years
earlier. Currently under negotiation is an
international treaty on a class of dangerous
synthetic materials known as persistent
organic pollutants. Under discussion is a
proposed phaseout of 12 of these chemicals
nicknamed The Dirty Dozen—9 of which

are pesticides, including DDT and dieldrin.
Many participants in the treaty process
argue that the list of chemicals to be phased
out should be expanded to include dozens,
even hundreds, of other persistent chemi-
cals whose presence in the environment
poses an unacceptable risk to humanity.75

As it becomes clearer to decisionmakers
that the most serious threats to human
security are no longer those of military
attack but instead pervasive environmental
and social decline, experts worry about the
difficulty of mustering sufficient political
will to bring about the kinds of systemic—
and therefore revolutionary—changes in
human life necessary to turn the tide in
time. In confronting the now heavily docu-
mented assaults of climate change and bio-
diversity loss, leaders seem on one hand to
be paralyzed by how bleak the big picture
appears to be, and on the other hand too
easily drawn into inaction by the seeming
lack of immediate consequences of delay.

But the need to protect aquifers may pro-
vide a more immediate incentive for change.
It simply may not be possible to live with
contaminated groundwater for as long as 
we could make do with a gradually more
irritable climate or polluted air or impover-
ished wildlife. Although we have damaged
portions of some aquifers to the point of no
return, scientists believe that a large part 
of the resource still remains pure—for 
the moment. That’s not likely to remain 
the case if we continue to depend on 
simply stepping up the present reactive tac-

In Germany, private water supply 
companies have discovered that it
costs less to invest in sustainable 
farming than to strip pesticides out 
of polluted water.
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tics of cleaning up more chemical spills,
replacing more leaking gasoline tanks, plac-
ing more plastic liners under landfills, or
issuing more fines to careless hog farms and
copper mines.

Protecting our water in time requires the
same fundamental restructuring of the
global economy that stabilization of the cli-

mate and biosphere as a whole rests on—the
rapid transition from a resource-depleting,
oil- and coal-fueled, high-input industrial
and agricultural economy to one that is
based on renewable energy, compact cities,
and a very light human footprint. We have
been slow to come to grips with this, but it
may be our thirst that finally makes us act.
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In 1974, U.S. Secretary of State Henry
Kissinger made a pledge at the World Food
Conference in Rome: “By 1984, no man,
woman, or child would go to bed hungry.”
Those attending the conference, including
many political leaders and ministers of agri-
culture, came away inspired by this com-
mitment to end hunger.1

More than 26 years later, hunger is still
very much part of the social landscape.
Today, 1.1 billion of the world’s 6 billion
people are undernourished and under-
weight. Hunger and the fear of starvation
quite literally shape their lives. A report
from the U.N. Food and Agriculture
Organization (FAO) describes hunger: “It
is not a transitory condition. It is chronic. It
is debilitating. Sometimes, it is deadly. It
blights the lives of all who are affected and
undermines national economies and devel-
opment processes . . . across much of the
developing world.”2

Kissinger’s boldly stated goal gave the
impression that there was a plan to eradi-
cate hunger. In fact, there was none.

Kissinger himself had little understanding
of the difficult steps needed to realize his
goal. Unfortunately, this is still true of most
political leaders today.

In 1996, governments again met in
Rome at the World Food Summit to review
the food prospect. This time delegates from
186 countries adopted a new goal of reduc-
ing the number who were hungry by half
by 2015. But as in 1974, there was no plan
for how to do this, nor little evidence that
delegates understood the scale of the effort
needed. FAO projections released in late
1999, just three years after the new, modest
goal was set, acknowledge that the objec-
tive for 2015 is not likely to be reached
because “the momentum is too slow and
the progress too uneven.”3

Assertions such as Kissinger’s and those
of other political leaders may make people
feel good, but if they are not grounded 
in a carefully thought out plan of action 
and supported by the relevant govern-
ments, they ultimately undermine confi-
dence in the public process. This in turn

Lester R. Brown
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can itself undermine progress.
In its most basic form, hunger is a pro-

ductivity problem. Typically people are
hungry because they do not produce
enough food to meet their needs or because
they do not earn enough money to buy it.
The only lasting solution is to raise the pro-
ductivity of the hungry—a task complicated
by the ongoing shrinkage in cropland per
person in developing countries.

The war against hunger cannot be won
with business as usual. Given the forces at
work, it will no longer be possible to stand
still. If societies do not take decisive steps,
they face the possibility of being forced into
involuntary retreat by continuing popula-
tion growth, spreading land hunger, deep-
ening hydrological poverty, increasing
climate instability, and a shrinking backlog
of unused agricultural technology. Eradicat-
ing hunger—never easy—will now take a
superhuman effort.

A Hunger Report:
Status and Prospects

As noted, 1.1 billion people are undernour-
ished and underweight as the new century
begins. The meshing of this number with a
World Bank estimate of 1.3 billion living in
poverty, defined as those living on $1 a day
or less, comes as no surprise. Poverty and
hunger go hand in hand.4

The alarming extent of hunger in the
world today comes after a half-century dur-
ing which world food output nearly tripled.
The good news is that the share of popula-
tion that is hungry is diminishing in all
regions except Africa. Since 1980, both
East Asia and Latin America have substan-
tially reduced the number and the share of
their populations that are hungry. In the
Indian subcontinent, results have been
mixed, with the number of hungry contin-

uing to increase but the share declining
slightly. In Africa, however, both the num-
ber and the share of hungry people have
increased since 1980.5

The decline in East Asia was led by
China, which brought the share of its peo-
ple who are hungry down from 30 percent
in 1980 to 11 percent in 1997. China’s
economic reforms initiated in 1978 led to a
remarkable surge in agricultural output,
one that boosted the grain harvest from
roughly 200 kilograms per person a year to
nearly 300 kilograms. This record jump in
production in less than a decade led to 
the largest reduction in hunger on record.
For most countries, the best nutrition 
data available are for children, who are also
the segment of society most vulnerable 
to food scarcity. In Latin America, the share
of children who are undernourished
dropped from 14 percent in 1980 to 6 per-
cent in 2000.6

These gains in eradicating hunger in East
Asia and Latin America leave most of the
world’s hungry concentrated in two
regions: the Indian subcontinent and sub-
Saharan Africa. In India, with more than a
billion people, 53 percent of all children are
undernourished. In Bangladesh, the share is
56 percent. And in Pakistan, it is 38 percent.
In Africa, the share of children who are
undernourished has increased from 26 per-
cent in 1980 to 28 percent today. In Ethi-
opia, 48 percent of all children are
underweight. In Nigeria, the most populous
country in Africa, the figure is 39 percent.7

Within the Indian subcontinent and sub-
Saharan Africa, most of the hungry live in
the countryside. The World Bank reports
that 72 percent of the world’s 1.3 billion
poor live in rural areas. Most of them are
undernourished; many are sentenced to a
short life. These rural poor usually do not
live on the productive irrigated plains, but
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on the semiarid/arid fringes of agriculture
or in the upper reaches of watersheds on
steeply sloping land that is highly erodible.
Eradicating hunger depends on stabilizing
these fragile ecosystems.8

Recognizing that malnutrition is largely
the result of rural poverty, the World Bank
is replacing its long-standing agricultural
development strategies, which were cen-
tered around crop production, with rural
development strategies that use a much
broader approach. The Bank planners
believe that a more systemic approach to
eradicating poverty in rural areas—one that
embraces agriculture but that also inte-
grates human capital development, the
development of infrastructure, and social
development into a strategy for rural devel-
opment—is needed to shrink the number
living in poverty. One advantage of encour-
aging investment in the countryside in both
agribusiness and other industries is that it
encourages breadwinners to stay in the
countryside, keeping families and commu-
nities intact. In the absence of such a strat-
egy, rural poverty simply feeds urban
poverty.9

Demographically, most of the world’s
poor live in countries where populations
continue to grow rapidly, countries where
poverty and population growth are rein-
forcing each other. The Indian subconti-
nent, for example, is adding 21 million
people a year, the equivalent of another
Australia. India’s population has nearly
tripled over the last half-century, growing
from 350 million in 1950 to 1 billion in
2000. According to the U.N. projections,
India will add 515 million more people by
2050, in effect adding roughly twice the
current U.S. population. Pakistan’s num-
bers, which tripled over the last half-centu-
ry, are now expected to more than double
over the next 50 years, going from 156 mil-

lion to 345 million in 2050. And
Bangladesh is projected to add 83 million
people during this time, going from 129
million to 212 million. The subcontinent,
already the hungriest region on Earth, is
thus expected to add another 787 million
people by mid-century.10

No single factor bears so directly on the
prospect of eradicating hunger in this
region as population growth. When a farm
passes from one generation to the next, it is
typically subdivided among the children.
With the second generation of rapid popu-
lation growth and associated land fragmen-
tation now unfolding, farms are shrinking
to the point where they can no longer ade-
quately support the people living on them.

Between 1970 and 1990, the number of
farms in India with less than 2 hectares (5
acres) of land increased from 49 million to
82 million. Assuming that this trend has
continued since then, India may now have
90 million or more families with farms of
less than 2 hectares. If each family has six
members, then 540 million people—over
half India’s population—are trapped in a
precarious balance with their land.11

Whether measuring changes in farm size
or in grainland per person, the results of
continuing rapid population growth are the
same. Pakistan’s projected growth from
156 million today to 345 million by 2050
will shrink its grainland per person from
0.08 hectares at present to 0.03 hectares, an
area scarcely the size of a tennis court.
African countries, with the world’s fastest
population growth, are facing a similar
reduction. For example, as Nigeria’s popu-
lation increases from 111 million today to a
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projected 244 million in 2050, its per capi-
ta grainland, most of it semiarid and unirri-
gated, will shrink from 0.15 hectares to
0.07 hectares. Nigeria’s food prospect, if it
stays on this population trajectory, is not
promising.12

In Bangladesh, average farm size has
already fallen below 1 hectare. According to
one study, Bangladesh’s “strong tradition
of bequeathing land in fixed proportions to
all male and female heirs has led to increas-
ing landlessness and extreme fragmentation
of agricultural holdings.” In addition to the
millions who are now landless, millions
more have plots so small that they are effec-
tively landless.13

Further complicating efforts to expand
food production are water shortages. Of
the nearly 3 billion people to be added to
world population in the next 50 years,
almost all will be added in countries already
facing water shortages, such as India, Pak-
istan, and many countries in Africa. In
India, water tables are falling in large areas
as the demands of the current population
exceed the sustainable yield of aquifers. For
many countries facing water scarcity, trying
to eradicate hunger while population con-
tinues to grow rapidly is like trying to
walk up a down escalator.14

Even as the world faces the
prospect of adding 80 million people
a year over the next two decades,
expanding food production is becom-
ing more difficult. In each of the three
food systems—croplands, rangelands,
and oceanic fisheries—output expand-
ed dramatically during the last half of
the twentieth century. Now all that
has changed.

Between 1950 and 2000, the world
production of grain, the principal
product of croplands, expanded from
631 million tons to 1,860 million

tons, nearly tripling. In per capita terms,
production went from 247 kilograms per
person in 1950 to an all-time high of 342
kilograms in 1984, a gain of nearly 40 per-
cent as growth in the grain harvest out-
stripped that of population. After 1984,
production slowed, falling behind popula-
tion. Production per person declined to
308 kilograms in 2000, a drop of 10 per-
cent from the peak in 1984. (See Figure
3–1.) This decline is concentrated in the
former Soviet Union, where the economy
has shrunk by half since 1990, and in Africa
where rapid population growth has simply
outrun grain production.15

Roughly 1.2 billion tons of the world
grain harvest are consumed directly as food,
with most of the remaining 660 million
tons being consumed indirectly in livestock,
poultry, and aquacultural products. The
share of total grain used for feed varies
widely among the “big three” food produc-
ers—ranging from a low of 4 percent in
India to 27 percent in China and 68 per-
cent in the United States.16

Over the last half-century, the world’s
demand for animal protein has soared.
Expanded output of meat from rangelands
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and of seafood from oceanic fisheries
has satisfied most of this demand. World
production of beef and mutton
increased from 24 million tons in 1950
to 67 million tons in 1999, a near
tripling. Most of the growth, however,
occurred between 1950 and 1990,
when output went up 2.5 percent a
year. Since then, beef and mutton pro-
duction has expanded by only 0.6 per-
cent a year. (See Figure 3–2.)17

An estimated four fifths of the 67
million tons of beef and mutton pro-
duced worldwide in 1999, roughly 54
million tons, comes from animals that
forage on rangelands. If the grain
equivalent of the forage-based output is set
at seven kilograms of grain per kilogram of
beef or mutton, which is the conversion
rate in feedlots, the beef and mutton pro-
duced on rangeland are the equivalent of
378 million tons of grain.18

The growth in the oceanic fish catch
exceeded even that of beef and mutton,
increasing from 19 million tons in 1950 to
86 million tons in 1998, the last year for
which data are available. This fourfold
growth, too, was concentrated in the peri-
od from 1950 to 1990, a time during which
the annual growth in the oceanic catch—at
3.8 percent—was easily double that of
world population. As a result, seafood con-
sumption per person worldwide roughly
doubled, climbing from 8 kilograms in
1950 to 16 kilograms in 1990. Since then,
it has fallen by some 10 percent. Assuming
the fish farm conversion of less than two
kilograms of grain for each kilogram of live
weight added, then the grain equivalent of
the 86-million-ton fish catch in 1998 was
172 million tons of grain.19

The new reality is that fishers and ranch-
ers can no longer contribute much to the
growth of the world’s food supply. For the

first time since civilization began, farmers
must carry the burden alone.

For a sense of the relative importance of
rangelands and oceanic fisheries in the
world food economy, compare the grain
equivalent of their output with the world
grain harvest. With rangelands accounting
for the equivalent of 378 million tons of
grain and with fisheries at 172 million tons,
rangelands contributed 16 percent of the
world grain supply and oceanic fisheries 7
percent. (See Table 3–1.)

Thus rangelands and oceanic fisheries
provide the equivalent of nearly one fourth
of the world grain supply. With their output
no longer expected to expand, all future
growth in the food supply must come from
the 77 percent of total grain equivalent that
is represented by croplands. With little new
land to plow, the world’s ability to eradicate
hunger in the years ahead will depend heav-
ily on how much cropland productivity can
be raised. This is also one of the keys to
eliminating poverty.

Eradicating hunger in the Indian sub-
continent and Africa will not be easy. It is
difficult to eradicate for the same reasons it
exists in the first place—rapid population
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growth, land hunger, and water scarcity.
But there are also new forces that could
complicate efforts to eliminate hunger. For
example, Bangladesh, a country of 129 mil-
lion people, has less than one tenth of a
hectare of grainland per person—one of the
smallest allotments in the world—and is
threatened by rising sea level. The World
Bank projects that a 1-meter rise in sea level
during this century, the upper range of the
recent projections by the Intergovernmen-
tal Panel on Climate Change, would cost
Bangladesh half its riceland. This, com-
bined with the prospect of adding another
83 million people over the next half-centu-
ry, shows just how difficult it will be for
Bangladesh, one of the world’s hungriest
countries, to feed its people.20

Water shortages are forcing grain
imports upward in many countries. North
Africa and the Middle East is now the
world’s fastest growing grain import mar-
ket. In 1999, Iran eclipsed Japan, which
until recently was the world’s leading
importer of wheat. And Egypt, another
water-short country, has also edged ahead
of Japan.21

Many developing countries that are fac-

ing acute land and water scarcity will rely on
industrialization and labor-intensive indus-
trial exports to finance needed food
imports. This brings a need to expand pro-
duction in exporting countries so they can
cover the import needs of the growing
number of grain-deficit countries. Over the
last half-century, grain-importing countries,
now the overwhelming majority, have
become dangerously dependent on the
United States for nearly half of their grain
imports.

This concentration of dependence
applies to each of the big three grains—
wheat, rice, and corn. Just five countries—
the United States, Canada, France,
Australia, and Argentina—account for 88
percent of the world’s wheat exports. Thai-
land, Viet Nam, the United States, and
China account for 68 percent of all rice
exports. For corn, the concentration is even
greater, with the United States alone
accounting for 78 percent and Argentina
for 12 percent.22

With more extreme climate events in
prospect if temperatures continue rising,
this dependence on a few exporting coun-
tries leaves importers vulnerable to the
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Table 3–1. Cropland, Rangeland, and Oceanic Fishery Contributions to World Food
Supply, Measured in Grain Equivalent, 1999

Source Quantity of Grain Share of Total
(million tons) (percent)

Grain production from cropland 1,855 77

Grain equivalent of rangeland beef and mutton 378 16

Grain equivalent of oceanic fish catch1 172 7

Total 2,405 100

1Fish production data from 1998.
SOURCE: USDA, Production, Supply, and Distribution, electronic database,Washington, DC, updated September
2000; FAO, Yearbook of Fishery Statistics: Capture Production (Rome: various years).



vagaries of weather. If the United States
were to experience a summer of severe heat
and drought in its agricultural heartland
like the summer of 1988, when grain pro-
duction dropped below domestic consump-
tion for the first time in history, chaos
would reign in world grain markets simply
because the near-record reserves that cush-
ioned the huge U.S. crop shortfall that year
no longer exist.23

The risk for the scores of low-income,
grain-importing countries is that prices
could rise dramatically, impoverishing more
people in a shorter period of time than any
event in history. The resulting rise in
hunger would be concentrated in the cities
of the Third World.

Raising Cropland Productivity
In a world where there is little new land to
plow, raising the productivity of existing
cropland is the key to feeding the 80 mil-
lion people added each year. It is also essen-
tial for protecting the environment. If
farmers had not been able to raise grain
yield per hectare since 1950, it would have
been necessary to clear the equivalent of
half of the world’s remaining forestland for
food production. In addition, raising crop-
land productivity is the key to eradicating
rural poverty and hunger in the Indian sub-
continent and sub-Saharan Africa.

There are at least three ways of raising
cropland productivity. One, the most con-
ventional, is raising the yield per crop per
hectare. The second is increasing the num-
ber of crops per hectare through multiple
cropping. And the third is to get more out
of the existing harvest. In the last case, there
is a huge unrealized potential for using crop
residues, such as wheat or rice straw or corn
stalks, to produce meat and milk by “pro-
cessing” them through ruminants.

Raising grain yields in the two regions
where the world’s hungry are concentrated
will not be easy. India’s wheat yield, for
example, has tripled since 1960. The rise in
rice yield, which went from just under 1 ton
per hectare in 1965 to 1.9 tons in 1993, has
slowed, failing to reach 2 tons per hectare
during the seven years since then. Lifting
land productivity in India is constrained by
the country’s proximity to the equator. Day
length during the summer is relatively
short, and since rice is typically grown dur-
ing the summer monsoon season, when
cloud cover is heavy, solar intensity is low.24

The area that is multiple cropped can be
expanded by harvesting and storing water
during the monsoon season so that more
crops can be produced during the dry sea-
son. In some situations in India, particularly
where there is an abundance of labor, poly-
cropping—which is growing more than one
crop in a field—may provide a higher yield.

With the rise in land productivity slow-
ing, continuing rapid population growth
makes eradicating rural hunger much more
difficult, if not impossible. Perhaps the sin-
gle most important thing India can do to
enhance its future food security is to accel-
erate the shift to smaller families. This
would enable it to move to the low-level
U.N. population projection instead of the
medium-level one, thereby adding only 216
million people instead of 515 million in the
next 50 years.25

Eradicating hunger in Africa, which has
the world’s lowest crop yields, is an even
more daunting challenge. Africa has the
fastest population growth of any region and
a largely semiarid climate, which limits the
potential for irrigation and fertilizer use. It
has not had a Green Revolution for the
same reason that Australia has not: it is too
dry to use much fertilizer, the key to raising
yields. And now a new variable—the HIV
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epidemic—is decimating the adult popula-
tion in sub-Saharan Africa, reducing the
number of able-bodied people who can
work in the fields.

Africa can substantially increase its pro-
duction of food, but this depends on
strengthening its agricultural infrastructure,
including farm-to-market roads and grain
and fertilizer storage facilities, as well as
strengthening institutions in agricultural
research, agricultural extension, and farm
credit. Minimum government price sup-
ports for food staples can encourage invest-
ment in agriculture. With women
responsible for so much of the food pro-
duction in Africa, small loans to those who
are working the land can pay large divi-
dends. Even while waiting for infrastructure
to develop, African farmers can do much
more with nitrogen-fixing green manure
crops, which will help improve the structure
of their soils while providing nitrogen, one
of the key nutrients (along with phosphate
and potash) needed to restore soil fertility.26

The world is now having difficulty sus-
taining rises in land productivity. Over the
last century or so, plant breeders greatly
boosted the genetic yield potential of
grains, particularly the three major ones—
wheat, rice, and corn. At the heart of this
effort was an increase in the share of pho-
tosynthate, the product of photosynthesis,
going to the seed. While the originally
domesticated wheats did not use much
more than 20 percent of their photosyn-
thate to produce seed, today’s highly pro-
ductive varieties devote half or more to seed
formation. The theoretical upper limit for
the share that can go toward seed while still
maintaining the rest of the plant is estimat-
ed at 60 percent.27

Realizing the genetic potential of the
new seeds depends on removing any nutri-
ent or moisture constraints of soils. Fertiliz-

ers are designed to remove the limits
imposed by nutrient deficiencies. As cities
have grown over the past century, there has
been a massive disruption of the nutrient
cycle, making the world ever more depen-
dent on fertilizer. In earlier times, when
food was produced and consumed locally,
nutrients were automatically recycled back
onto the land in the form of livestock and
human waste. But as cities developed and as
international trade expanded, the net loss of
nutrients from food-producing areas was
offset with the use of fertilizer.

Where fertilizer use is excessive, nutrient
runoff into rivers and oceans can lead to
algal blooms that then use up all available
oxygen in the water as the algae decompose,
creating dead zones with no sea life. Nutri-
ent runoff from the U.S. Mississippi basin
creates a dead zone each year about the size
of New Jersey in the Gulf of Mexico. Food
output on land is expanding in part at the
expense of that from the oceans.28

As world fertilizer use climbed from 14
million tons in 1950 to 134 million tons in
2000, it began in some countries to press
against the physiological limits of plants to
absorb nutrients. In response, the use of
fertilizer has leveled off in the United
States, Western Europe, and Japan, and
now possibly China as well. In these coun-
tries, applying additional nutrients has little
effect on production. Some parts of the
world, such as the Indian subcontinent and
Latin America, can still profitably use addi-
tional fertilizer. But for the world as a
whole, the ninefold growth in the use of
fertilizer—the engine that helped triple the
world grain harvest during the last 50
years—is now history.29

Just as fertilizer removes nutrient con-
straints on production, irrigation can
remove moisture constraints, enabling
plants to realize their full genetic potential.
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In some cases, irrigation simply boosts
land productivity, but in others it permits
an expansion of cropping onto land that is
otherwise too dry to support agriculture.

While the world as a whole has nearly
tripled land productivity since 1950,
some countries have done even better.
Over the last half-century, China, France,
the United Kingdom, and Mexico have
quadrupled wheat yield per hectare. The
United States has quadrupled its corn
yield per hectare. India has nearly done
the same with its wheat yield.30

For several decades scientists generat-
ed a steady flow of new technologies
designed to raise land productivity, but
that is now slowing down. As it does, the
backlog of unused technology is shrinking.
In some countries, farmers are now literally
looking over the shoulder of scientists at
agricultural experiment stations, seeking
new technologies. In countries where yields
have already tripled or quadrupled, it is
becoming difficult for farmers to continue
raising yields. For example, wheat yields in
the United States have increased little since
1983. Rice yields in Japan have gone up
hardly at all since 1984.31

Even some developing countries are now
experiencing a plateauing of grain yields.
Between 1961 and 1977, rice yields in
South Korea increased from 3.1 to 4.9 tons
per hectare, a gain of nearly 60 percent. But
they rose by only 1 percent between 1977
and 2000. Similarly, wheat yields in Mexico
climbed from 1.7 tons per hectare in 1961
to 4.4 tons in 1982, a rise of 160 percent.
Since then there has been little change. (See
Figure 3–3.) As yields level off in more and
more countries, both industrial and devel-
oping, expanding global grain output will
become progressively more difficult.32

For the world as a whole, the rise in
world grain yield per hectare since 1990 has

slowed markedly. From 1950 until 1990,
world grain yield per hectare rose 2.1 per-
cent a year. Between 1990 and 2000, how-
ever, the annual gain was only 1.2 percent.
(See Table 3–2.) Most of the rise in crop-
land productivity since agriculture began
was compressed into the four-decade span
between 1950 and 1990, when average
yield per hectare climbed from 1.1 to 2.5
tons per hectare. The challenge during this
decade will be to sustain a steady climb in
grain yield per hectare, preventing it from
dropping below the 1.2 percent of the
1990s.
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Table 3–2. Gains in World Grain Yield
Per Hectare, 1950–2000

Yield Per Hectare1 Annual Increase

(tons) (percent)

1950 1.06
1990 2.47 2.1
2000 2.78 1.2

1Yield for 1990 is three-year average.
SOURCE: USDA, Production, Supply, and Distribution,
electronic database, Washington, DC, updated 
September 2000.
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Biotechnology is often cited as a poten-
tial source of higher yields, but although
biotechnologists have been engineering
new plant varieties for two decades, they
have yet to produce a single variety of
wheat, rice, or corn that can dramatically
raise yields. The reason is that conventional
plant breeders have already done most of
the things they could think of to raise grain
yields. One area where biotechnology
might prove useful is in the development of
more drought-tolerant crop varieties. Per-
haps the largest question hanging over the
future of biotechnology is the lack of
knowledge about the possible environmen-
tal and human health effects of using genet-
ically modified crops on a large scale over
the long term.

Beyond increasing the yield per crop,
land productivity can also be raised by
increasing the crops per year where temper-
ature and soil moisture permit. In China,
for instance, double cropping of winter
wheat and corn is widespread, enabling
farmers in the north China plain to harvest
two high-yielding grain crops each year. In
northern India, the double cropping of
winter wheat and summer rice is now com-
monplace, a key to sustaining India’s popu-
lation of 1 billion. Argentina and the
United States both double crop winter
wheat with soybeans as a summer crop.33

Although the United States and China
occupy similar latitudes, double cropping is
not as common in the former, partly
because until recently, farmers’ eligibility for
government support prices depended on
their willingness to restrict the area planted,
thus discouraging multiple cropping. While
there was surplus land, there was little rea-
son to seriously consider double cropping.

Future increases in double cropping in
the United States could provide a strategic
assist in expanding the world food supply,

while at the same time disrupting pest cycles
and—because the land is covered with veg-
etation throughout the year—reducing soil
erosion. At present, 2.5 million hectares
(6.2 million acres) of the U.S. soybean har-
vested area of 29.1 million hectares (72.8
million acres) are double cropped, mostly
with wheat, making this by far the most
common double cropping combination.34

The expanding market for U.S. farm
products is stimulating interest in the
potential for double cropping in midwest-
ern state agricultural experiment stations.
In Missouri, for example, double cropping
sunflowers, which are more drought-resis-
tant, with wheat is an attractive alternative
to double cropping with soybeans in dry
years. In Nebraska, the double cropping of
wheat and soybeans can be expanded if one
of the crops is harvested early for forage.
Harvesting the wheat as hay before the
grain is ripe means it can be harvested two
or three weeks earlier, thus making it possi-
ble to double crop with soybeans further
north, where the growing season is some-
what shorter. And similarly, soybeans can be
grown for forage, either as hay or ensilage,
and harvested while the beans are still green
in the pod. These are but a few examples,
but if world demand for U.S. farm products
increases as projected, many new double
cropping combinations are likely to emerge
in order to get the highest possible output
from each hectare.35

Raising Water Productivity
Over the last half-century, world irrigated
area tripled, climbing from 90 million
hectares in 1950 to an estimated 270 mil-
lion in 2000. Most of the growth occurred
from 1950 to 1978, when irrigated area
expanded faster than population and boost-
ed irrigated land per person from 0.037
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hectares to 0.047 hectares, an increase of
one fourth. Since 1978, however, the
growth in irrigated area has slowed, falling
behind that of population and shrinking
irrigated area per person by 8 percent in
2000. (See Figure 3–4.)36

During the next half-century, the combi-
nation of aquifer depletion and the diver-
sion of irrigation water to nonfarm uses
may bring the historical growth in irriga-
tion area to an end. If so, the world will be
facing a steady shrinkage in the irrigated
area per person as long as population con-
tinues to grow. This in turn could translate
into falling food production per person.

In many countries, the competition for
water between the countryside and cities is
intensifying. As countries industrialize, water
use in industry climbs, often at the expense
of agriculture. Although projections of the
future diversion of irrigation water to resi-
dential and industrial uses do not exist for
most countries, a World Bank forecast for
South Korea—a relatively well-watered
country—gives some sense of what may lie
ahead. Like many countries, Korea today is
using virtually all available water. The Bank
calculates that if the Korean economy grows
5.5 percent annually until 2025,
growth in water withdrawals for resi-
dential and industrial use will reduce
the yearly supply remaining for irriga-
tion from 13 billion to 7 billion tons,
cutting it by nearly half. The study
notes that higher water prices and spe-
cific steps to use water more efficiently
will ameliorate the reduction in water
for irrigation, but this analysis
nonetheless shows how difficult it may
be in some countries even to maintain
existing irrigated area.37

Farmers everywhere face an uphill
battle in the competition for water
since the economics of water use do

not favor agriculture. In China, for example,
a thousand tons of water can be used in agri-
culture to produce one ton of wheat worth
perhaps $200 or it can be used to expand
industrial output by $14,000. Wherever
economic growth and the creation of jobs
are a central preoccupation of political lead-
ers, scarce water will likely go to industry.
China, the world’s largest grain producer,
now gives cities and industry top priority in
the competition for scarce water, leaving
agriculture as the residual claimant.38

In addition, key food-producing coun-
tries that are overpumping, such as China,
India, the United States, and Mexico, will
lose irrigation water from aquifer depletion.
Once the rising demand for water surpasses
the sustainable yield of an aquifer, the gap
between demand and sustainable yield
widens each year. As it does so, the drop in
the water table also increases each year. In
this situation, food production becomes pro-
gressively more dependent on the aquifer’s
depletion. When it is depleted, pumping is
necessarily reduced to the amount of annual
recharge. The resulting precipitous drop in
food production could lead to rising food
prices and political instability.39

State of the World 2001

53

0

0.035

0.040

0.045

0.050
Hectares

Source: USDA, FAO

1950 1960 1970 1980 1990 2000

Figure 3–4. World Irrigated Area 
Per Person, 1950–98



ERADICATING HUNGER: A GROWING CHALLENGE

The need for water in the Indian sub-
continent as a whole is already outrunning
the supply. Water tables are falling in much
of India, including the Punjab, the coun-
try’s breadbasket. The excessive use of
water is encouraged by electricity subsidies
to farmers, who use mostly electric pumps
for irrigation. The low cost of pumping
encourages farmers to use more water
rather than invest in water efficiency. Phas-
ing out water subsidies may be the only way
to avoid potentially precipitous drops in
food output when aquifers are depleted.
The adverse economic effect on farmers
often can be offset with programs to train
them in water use efficiency.40

In sub-Saharan Africa, the potential for
irrigation is limited simply because so much
of the continent is arid and semiarid. The
greater promise here may lie in water har-
vesting and systematically building soil
organic matter so that soils can absorb and
retain more of the low rainfall. The con-
struction of earthen terraces supported by
rocks retains water and reduces erosion of
soil by water. Leguminous trees planted as
windbreaks reduce wind erosion and add
nitrogen to the soil. 

For the world as a whole, the situation
with water today is similar to that with
cropland at the middle of the last century:
the opportunities for developing new sup-
plies are fast disappearing. By 1950, the
frontiers of agricultural settlement had
largely vanished, leaving little productive
new land to plow. In response, govern-
ments launched a broad-based effort to
raise land productivity, one that included
government price supports for farm com-

modities that encouraged farmers to invest
in yield-raising inputs and land improve-
ments, heavy public investment in agricul-
tural research to raise crop yields, and the
building of public institutions to support
this effort—from agricultural extension ser-
vices to farm credit banks. Societies mobi-
lized a wide array of resources to raise land
productivity.

As the new century begins, a similar
broad-based effort is needed to raise water
productivity, but we lack even the vocabu-
lary and indicators to talk about this goal,
not to mention the data-gathering systems
to measure progress toward it. Lacking pre-
cise data, we use the rule of thumb that it
takes 1,000 tons of water to produce one
ton of grain, and then use this ratio to
roughly calculate future water needs in agri-
culture. In reality, we need a common mea-
sure of water productivity, such as kilograms
of each grain produced per ton of irrigation
water. To do this, we need more precise
data on water use by individual crops in spe-
cific situations if we are to systematically
boost water efficiency in agriculture. For
instance, farmers will want to ask seed sales-
men about the grain yield per ton of water
used, much as they have traditionally asked
for the yield per hectare of land used.41

There are several avenues to raising
water productivity, but the key is pricing
water at its market value, a step that leads to
systemic advances in efficiency. The attrac-
tion of market pricing is that it promotes
rational water use throughout the economy,
affecting decisions by all water users.

With 70 percent of the water that is
diverted from rivers or pumped from under-
ground being used for irrigation, any gains
in irrigation water efficiency have benefits
that extend far beyond agriculture. Indeed,
getting enough water for cities and industry
while maintaining food production may be
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possible only if irrigation productivity is 
systematically raised worldwide.42

Among the specific steps needed to
boost water productivity is the use of more
water-efficient irrigation practices. There
are many ways to irrigate crops, including
furrow, flood, overhead sprinkler, and drip
irrigation. Furrow irrigation, probably the
earliest form, is used with row crops, with a
small trench being cut near each row of
plants. Flood irrigation, traditionally used
on rice, is now being reconsidered since
recent research indicates that in at least
some situations periodic flooding will pro-
duce the same yield as continuous flooding,
but use much less water.43

Overhead sprinkler irrigation, which is
widely used in the U.S. Great Plains, is
often coupled with the use of underground
water. The circles of green crops that can be
seen when flying over the central and
southern Great Plains of the United States
during the summer are created with water
from center-pivot overhead sprinklers that
use well water to irrigate. (In this region,
most of the water is drawn from the Ogal-
lala aquifer—essentially a fossil aquifer since
its recharge is limited.) Shifting from a
high-pressure to a low-pressure overhead
sprinkler system can increase irrigation effi-
ciency from, say, 65 percent to 80 percent.
Shifting to a low-energy precision applica-
tion sprinkler system can raise efficiency of
water use to 90 percent or better.44

Drip irrigation, a technology pioneered
in Israel, is extraordinarily efficient; it uses a
pipe or a plastic hose with holes that is
either laid on the soil surface or installed
several inches below the surface. This high-
cost, labor-intensive form of irrigation is
generally profitable only on high-value
crops such as fruits and vegetables. Where
profitable, however, it can easily cut water
use by half.45

Another way to raise irrigation water
productivity is to shift to more water-effi-
cient crops. For example, wheat typically
produces half again as much grain per unit
of water as rice does. Shaping policies to
take advantage of the varying water efficien-
cies of grains has not progressed far simply
because data on the water productivity of
individual grains are not widely available.46

As a general matter, the higher the yield
of a crop, the more productive the water
use. For example, a rice crop that yields
four tons per hectare uses little more water
than one that yields two tons per hectare
simply because so much of the water used
to produce rice by flooding is lost through
evaporation from the water surface. Since
this evaporation is essentially a constant,
producing more tons per hectare substan-
tially reduces the water use per ton. Simply
put, raising land productivity also raises
water productivity.

Restructuring the
Protein Economy

The demand for meat—beef, pork, poultry,
and mutton—is everywhere on the rise.
Perhaps driven by the taste for meat
acquired during our 4 million years as
hunter-gatherers, this innate hunger for ani-
mal protein, which manifests itself in every
society when incomes begin to rise, has lift-
ed the world demand for meat each year for
40 consecutive years. One of the most pre-
dictable trends in the global economy,
world meat consumption climbed from 44
million tons in 1950 to 217 million tons in
1999, an increase of nearly fivefold. (See
Figure 3–5.) This growth, roughly double
that of population, raised meat intake per
person worldwide from 17 kilograms in
1950 to 36 kilograms in 1999.47

Once the limits of rangelands and fish-
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eries are reached, then the growing demand
for animal protein can be satisfied by feed-
ing cattle in feedlots or fish in ponds; by
expanding the production of pork, poultry,
and eggs, all largely dependent on feed con-
centrates; or by producing more milk.

In this new situation, the varying effi-
ciency with which grain is converted into
protein—beef, pork, poultry, and fish—
begins to shape production trends. Cattle
in feedlots require roughly seven kilograms
of feed concentrate per additional kilogram
of live weight. For pigs, the ratio is less than
four to one. Chickens are much more effi-
cient, using scarcely two kilograms of grain
concentrate for one of weight gain. Fish,
including both herbivorous and omnivo-
rous species, require less than two kilo-
grams of grain concentrate to gain an
additional kilogram.48

There are three ways to increase animal
protein supply without consuming more
grain. One is to improve the efficiency of
grain conversion into animal protein
through breeding and better management.
A second is to shift from the less efficient
forms of conversion, such as beef in the
feedlot or pork, to the more efficient ones,

such as poultry or farmed fish. A
third approach is to rely on rumi-
nants to convert more roughage into
either meat or milk. 

Not surprisingly, the economics of
the varying conversion rates is accel-
erating growth in output among the
more efficient converters. The
world’s existing feedlots are being
maintained, but there is little new
investment in feedlots simply because
of the higher cost of fed beef. From
1990 to 1999, world beef produc-
tion increased very little—only 0.5
percent a year compared with 2.5
percent a year for pork. Not surpris-

ingly, the most rapidly growing source of
meat during this period was poultry,
expanding at 4.9 percent annually. (See
Table 3–3.) 

The oceanic fish catch has increased hard-
ly at all since 1990, thus falling far behind
the soaring growth in demand for seafood.
In response, aquacultural output expanded
from 13 million tons of fish produced in
1990 to 31 million tons in 1998, growing
by more than 11 percent a year. Even if the
growth of aquacultural output slows some-
what during the current decade, world aqua-
cultural output is still on track to overtake
the production of beef before 2010.49

Public attention has focused on the forms
of aquacultural production that are particu-
larly disruptive environmentally, such as
salmon, a carnivorous species, and shrimp.
Yet world aquaculture is dominated by her-
bivorous species, importantly carp in China
and India, but also catfish in the United
States and tilapia in several countries.50

China is the world’s leading aquacultur-
al producer, accounting for 21 million tons
of the global output of 31 million tons in
1998. Its output is rather evenly divided
between coastal and inland areas. Coastal
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output is dominated by shellfish—mostly
oysters, clams, and mussels. It also includes
small amounts of shrimp or prawns and
some fish. Coastal aquaculture is sometimes
environmentally damaging because it
depends on converting wetlands into fish
farms or because it concentrates waste,
leading to damaging plankton blooms.51

Most of China’s aquacultural output is
produced inland in ponds, lakes, reservoirs,
and rice paddies. Some 5 million hectares of
land are devoted exclusively to fish farming,
much of it in carp polyculture. In addition,
1.7 million hectares of rice land are used to
produce rice and fish together.52

Over time, China has evolved a fish poly-
culture using four types of carp that feed at
different levels of the food chain, in effect
emulating natural aquatic ecosystems. Silver
carp and bighead carp are filter feeders, eat-
ing phytoplankton and zooplankton,
respectively. The grass carp, as its name
implies, feeds largely on vegetation, while
the common carp is a bottom feeder, living
on detritus that settles to the bottom. Most
of China’s aquaculture is integrated with
agriculture, enabling farmers to use agricul-
tural wastes, such as pig manure, to fertilize
ponds, thus stimulating the growth of
plankton. Fish polyculture, which typically
boosts the fish yield per hectare over that of
monocultures by at least half, also domi-
nates fish farming in India.53

As land and water become scarce,
China’s fish farmers are intensifying pro-
duction by feeding more grain concentrates
to raise pond productivity. Between 1990
and 1996, China’s farmers raised the annu-
al pond yield per hectare from 2.4 tons of
fish to 4.1 tons.54

In the United States, catfish, which
require only 1.8 kilograms of feed to gain 1
kilogram of live weight, are the leading
aquacultural product. U.S. catfish produc-

tion of 600 million pounds (270,000 tons)
is concentrated in four states: Mississippi,
Louisiana, Alabama, and Arkansas. Missis-
sippi, with some 174 square miles (45,000
hectares) of catfish ponds and easily 60 per-
cent of U.S. output, is the catfish capital of
the world.55

Although rangelands are being grazed to
their full capacity and beyond, there is a
large unrealized potential for feeding agri-
cultural residues—rice straw, wheat straw,
or corn stalks—to ruminants, such as cattle,
sheep, and goats. Ruminants have a highly
sophisticated digestive system, one that can
convert straw and corn stalks into meat and
milk without using the grain that can be
consumed by humans. At present, most
food consumption comes from the photo-
synthate going into seed, but by feeding
animals straw and corn stalks, the photo-
synthate that goes into stems and leaves also
can be converted into food.56

In India, both water buffalo, which are
particularly good at converting coarse
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Table 3–3.World Production of Animal
Protein by Source, 1990–2000

Annual Rate
Source of Growth

(percent)

Aquaculture1 11.4
Poultry 4.9
Pork 2.5
Beef 0.5
Oceanic fish catch1 0.1

11990–98 only.
SOURCE: FAO, Yearbook of Fishery Statistics: Capture
Production and Aquaculture Production (Rome: vari-
ous years); FAO, FAOSTAT Statistics Database,
<apps.fao.org>, updated 5 April 2000; USDA, FAS,
Livestock and Poultry: World Markets and Trade
(Washington, DC: March 2000).
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roughage into milk, and cattle figure
prominently in the dairy industry.
India has been uniquely successful in
converting crop residues into milk,
expanding production from 19 mil-
lion tons in 1966, the first year for
which data are available, to 79 million
tons in 2000—more than a fourfold
increase in 34 years. Following a path
of steady growth, milk became India’s
leading farm product in value in 1994.
In 1997, India overtook the United
States to become the world’s leading
milk producer. (See Figure 3–6.)
Remarkably, it did so by using farm
byproducts and crop residues rather than
grain for feed. India was able to expand the
protein supply without diverting grain from
human consumption to cattle.57

Between 1966 and 2000, India’s milk
production per person increased from 0.7
liters per week to 1.5 liters, or roughly 1
cup of milk per day. Although this is not a
high level of consumption by industrial-
country standards, it is a welcome expan-
sion of the animal protein supply in a
protein-hungry country.58

The dairy industry structure in India is
unique in that the milk is produced almost
entirely by small farmers, who typically have
only one to three cows. Milk production in
India is integrated with agriculture, involv-
ing an estimated 70 million farmers. For
them it is a welcome source of supplemental
income. Dairying, even on a small scale, is a
labor-intensive process, including gathering
the roughage to stall-feed the cows, milking
them, and transporting the milk to market.

Ownership of only a few cows or buffalo,
which is typical in India, also means a supply
of manure for cooking fuel and for fertilizer.
One of India’s challenges is to introduce
new energy sources for cooking in order to
reduce the cow manure used as fuel, there-
by increasing that available for fertilizer.59

China also has a large potential in the
grain-producing regions to feed corn stalks
and wheat and rice straw to cattle or sheep.
As the world’s largest producer of both rice
and wheat and the second ranked producer
of corn, China produces some 500 million
tons of straw, corn stalks, and other crop
residues. At present, much of this either is
burned, simply to dispose of it, or it is used
in villages as fuel. Fortunately, China has
vast wind resources that can be harnessed to
produce electricity for cooking, thus freeing
up roughage for feeding additional cattle or
sheep.60

In a scientific analysis of the potential for
feeding straw and corn stalks to cattle, Gao
Tengyun of the Veterinary College at
Hunan Agricultural University discusses the
value of ammoniating crop residues (that is,
incorporating nitrogen) to increase both the
palatability and the digestibility of roughage.
The addition of nitrogen helps the microbial
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flora in the rumen of the cattle and sheep to
digest the roughage more completely. The
use of this technology in the north China
plain, particularly in the crop-producing
provinces of Heibei, Shandong, Henan, and
Anhui, has created what U.S. Department of
Agriculture analysts call the “Beef Belt.”
Beef output in these four provinces now
dwarfs that of the grazing provinces of Inner
Mongolia, Qinghai, and Xinjiang.61

Even though the Chinese, like other East
Asians, have traditionally not used dairy
products and are often lactose-intolerant,
milk consumption is now catching on.
Since the economic reforms in 1978, milk
production has climbed from 2.8 million to
10.4 million tons in 1999 as an embryonic
dairy industry has begun to develop. Milk
output is scarcely one eighth that of India,
but it is expanding rapidly.62

The feeding of crop residues to rumi-
nants means a given crop can yield two har-
vests—the grain that is initially harvested
and then the meat or the milk that is pro-
duced with the straw and corn stalks. With
human demands for food now pressing
against the photosynthetic capacity of crop-
lands, this processing of corn stalks and
straw by ruminants into food enables farm-
ers to make fuller use of existing photosyn-
thetic products.

Ruminants also produce soil-enriching
manure. This valuable fertilizer not only
returns nutrients to the soil, it also adds
organic matter, enhancing its productivity
by improving both soil aeration and water
retention capacity. Roughage-based live-
stock systems are almost necessarily local in
nature because roughage is so bulky, and
not easily transported.

Satisfying the demand for protein in a
protein-hungry world where water scarcity
is likely to translate into grain scarcity is a
challenge to agricultural policymakers

everywhere. As pressures mount on the
world’s food supply and grain becomes
scarce, as now seems likely, other countries,
such as the United States, Canada, and
France, may follow India’s example of using
ruminants to systematically convert crop
residues into food.

Eradicating Hunger:
The Key Steps

This chapter began by noting that eradicat-
ing hunger will now take a superhuman
effort, one that goes far beyond agriculture.
It may depend as much on the efforts of
family planners as on farmers and as much
on the decisions made in ministries of ener-
gy that shape future climate trends as on
decisions made in ministries of agriculture.

Within agriculture, raising land produc-
tivity deserves even greater priority today
than in the past. This means raising crop
yields in biological terms wherever possible,
including minor crops. It also means more
multiple cropping, a potential not yet fully
realized in all countries.

Given the constraints on crop yields
imposed by inadequate soil moisture, rais-
ing water productivity is a key to further
gains in land productivity. Governments
running the risk of an abrupt drop in food
production as a result of aquifer depletion
may be able to avoid such a situation only
by simultaneously slowing population
growth and raising water productivity in
order to stabilize water tables.

Eradicating hunger also means getting
more out of an existing harvest. It means
increasing the efficiency with which the 35
percent of the world grain harvest that is
fed to livestock, poultry, and fish is convert-
ed into animal protein. Simply put, it means
eating less feedlot beef and less pork and
more poultry and farmed fish or plant
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sources or protein. Within fish farming, it
may also mean replacing fish monocultures
with polycultures following the highly suc-
cessful Chinese model. For the world’s
affluent, it means moving down the food
chain by consuming less fat-rich livestock
products, something they should be doing
for health reasons anyway.63

Ruminants can be used to convert crop
byproducts into animal protein. In effect,
this offers a second harvest from a given
crop while converting the roughage into
manure that goes back on the land to main-
tain fertility. India, with its enormously suc-
cessful effort to mobilize small farmers to
use cattle to convert roughage into milk, is
the model in this case.

Now that the backlog of agricultural
technology available to raise land produc-
tivity is shrinking, providing enough food
for children to realize their full physical and
mental potential may depend on strength-
ening international agricultural research
assistance. Appropriations for agricultural
research are lagging far behind needs. For
some farmers, the technology pipeline is
running dry. It is not just wheat farmers in
the United States or rice farmers in Japan
who are exhausting the supply of new tech-
nologies to raise land productivity, but also
wheat farmers in Mexico and rice farmers in
India and South Korea. More locally ori-
ented investment in agricultural research
that will help expand multiple cropping and
intercropping could pay large dividends.

Eliminating hunger in this new century
requires an effort that goes far beyond agri-
culture. Stabilizing population is as essential

as it is difficult. If rapid population growth
continues in many developing countries, it
will lead to further land fragmentation of
holdings, as well as to hydrological poverty
on a scale that is now difficult to imagine.
Literally hundreds of millions of people will
not have enough water to meet their most
basic needs, including food production.

Addressing this challenge requires an
educational effort on two fronts. The first
links various family sizes, say two-child and
four-child families, to population projec-
tions and then relates these to the availabil-
ity of land, water, and other basic resources.
Without this information, individuals may
not understand the urgency of shifting to
smaller families. In addition, if policymakers
lack this information, they will not be able
to make responsible decisions on popula-
tion and related policies, such as investment
in family planning services.

The second front is the educational level
of women. As female educational levels rise,
fertility falls. As women’s education rises,
the nutrition of their children improves,
even if incomes do not rise, apparently
because more education brings a better
understanding of nutrition. We should be
educating young women in developing
countries as though future progress
depends on it, because indeed it may.64

The numbers used in discussing future
population growth in this chapter are the
U.N. medium projections, those that have
world population going from 6 billion at
present to nearly 9 billion by 2050. There is
also a high projection, which has human
numbers approaching 11 billion by 2050,
and a low projection, which has population
peaking at 7.5 billion in 2040 and then
declining. (See Figure 3–7.)65

This low number assumes that the entire
world will quickly move to replacement-
level fertility of two children per couple.
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This is not only achievable, but it may be
the only humane population option, simply
because if the world does not shift quickly
to smaller families, the spreading land and
water scarcity that is already translating into
increasing hunger and mortality in some
countries could reach many more.

Many of the key decisions to achieve this
lower figure have to be made by national
governments, but unless world leaders—the
Secretary-General of the United Nations,
the President of the World Bank, and the
President of the United States—urge gov-
ernments and couples everywhere to adopt
a goal of two surviving children per couple,
hunger will not likely be eradicated, or even
greatly reduced. The issue today is not
whether individual couples can afford more
than two children, but whether Earth 
can afford couples having more than two
children.

For sub-Saharan Africa, eradicating
hunger depends on curbing the HIV/
AIDS epidemic, which is depriving societies
of healthy adults to work in the fields. If
Africa continues to lose its adult breadwin-
ners, it will further complicate efforts to

eradicate hunger. Fortunately, this
epidemic can be curbed. Uganda,
one of the earliest countries hit by the
HIV epidemic, has reduced the share
of the adult population infected with
the virus from 14 percent to 8 per-
cent. The key to this admirable suc-
cess has been the active personal
leadership of President Yoweri
Museveni at every step of the way. He
has regularly addressed the issue in
public, describing the mechanisms
for transmitting the virus and the
changes in behavior needed to curb
its spread. Uganda is the model for
curbing the spread of HIV/AIDS.66

A half-century ago, no one was
concerned about climate change. But if we
cannot now accelerate the phaseout of fos-
sil fuels, more extreme climate events may
disrupt food production, threatening food
security. Of particular concern is the rise in
sea level that could inundate the river flood-
plains in Asia that produce much of the
region’s rice. The rise in sea level over the
last century of 20 centimeters (8 inches) or
more is already affecting some low-lying
coastal regions. If sea level rises by 1 meter
during this century, the upper level project-
ed, it will take a heavy toll on food produc-
tion, especially in Asia. Here the principal
responsibility lies with the United States,
the leading source of carbon emissions. If
the United States does not assume a leader-
ship role in phasing out fossil fuels, the
global effort to stabilize climate is almost
certain to fail.67

In countries such as India, where the
average farm size is continuing to shrink, it
becomes more difficult to raise land produc-
tivity enough to provide adequate nutrition.
The challenge in these areas is to mobilize
capital both through domestic savings and
by attracting investment from abroad to
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build the factories needed to provide
employment and income in rural areas. This
will keep rural families and communities
intact. In this case, the model is China,
which has achieved high savings rates and
attracted record amounts of foreign capital.68

In a report outlining steps to eradicate
hunger, the World Bank talks about the
“indifference of many governments” to
these issues. This indifference is often 
evident in the priorities in the use of public
resources. In some ways, India today is 
paying the price for its earlier indiscretions
when, despite its impoverished state, it
invested in a costly effort to design and 
produce nuclear weapons to become a
member of the exclusive nuclear club.
Spending three times as much for military
purposes as for health and family planning,
India now has a nuclear arsenal capable 
of protecting the largest concentration of
hungry people on Earth.69

Unless political leaders are willing to
commit themselves to taking the difficult
steps just described, bland assertions that we
will eradicate hunger are meaningless. The
time for such statements is past. We need to
be honest with ourselves and either acknowl-
edge that with business as usual there will be
even more hungry people in the future, or
decide to take the demanding actions need-
ed to reverse the trends that cause hunger.

If we do not act decisively, there is a real
possibility that the food situation could
deteriorate rapidly in some developing
countries. The world could begin to slide
backward, with hunger affecting ever more
people. Spreading food insecurity could
lead to political instability on a scale that
would disrupt global economic progress.
Everyone has a stake in ensuring that the
difficult steps needed to eradicate hunger
are taken, lest spreading hunger and its con-
sequences spiral out of control.
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In 1973, an Indonesian scientist visiting
Australia discovered a nondescript, muddy-
brown frog hidden in the streams of the
remote, densely forested mountains of
southeastern Queensland. The frog attracted
a great deal of interest, since it was the first
aquatic stream frog known to inhabit the
continent. It was unusual in other ways as
well. Michael Tyler, an Australian herpetolo-
gist, noticed that the frogs would occasion-
ally collect in pools of water in groups of
three or four—forming sort of a ring of
frogs, touching by the tips of their toes.1

But the strangest characteristic was dis-
covered in November 1973, when two
researchers in Brisbane were cleaning an
aquarium that held one of the frogs. They
saw it swim up to the surface of the water
and spit out six live tadpoles. They couldn’t
quite believe what they saw: where could
the tadpoles have come from? Perhaps the
species was related to a South American
frog whose fertilized eggs develop in the
father’s vocal sacs. But they also noticed a
peculiar mass of wriggling bodies under the

skin of the frog’s stomach. Soon another
tadpole was found in the aquarium. Then
two more appeared. The researchers finally
decided to remove the frog and dissect it.
As they reached into the aquarium and
grabbed the animal, it flexed backward and
opened its mouth wide. As the researchers
described in Science, “eight juvenile frogs
were then propulsively ejected in groups of
two or three in no more than 2 seconds.
Two further juveniles were ejected after a
few minutes and, 30 seconds after the frog
had been transferred to preservative, three
more were disgorged similarly.”2

Scientists found that the frog incubated
its eggs in the mother’s stomach—a form of
parental care that was completely unprece-
dented among vertebrates. That gave the
species its common name: the gastric-
brooding frog. Normally, whatever a frog
swallows would be digested by the stom-
ach’s natural chemicals. But somehow this
species was able to turn off its digestive
enzymes for the six or so weeks it took for
the eggs to develop. This was particularly
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intriguing as it suggested the frog’s physiol-
ogy could hold clues to treating people
with gastric ulcers and other stomach ail-
ments. But in 1981, as research was getting
under way, the frog suddenly disappeared
from the mountain streams where it had
once been so abundant. It has not been
found again since.3

It was just pure luck that scientists hap-
pened to stumble on the gastric-brooding
frog in the twilight of its existence. Here
was a species humans had been living beside
for millennia, yet somehow it had escaped
notice. And this creature had a unique
adaptation for brooding its young—if we
had not actually seen it, we would never
have thought it possible. The frog had a lot
to teach us, but for some unknown reason,
our time with it was cut short.

The loss of the gastric-brooding frog
attracted a great deal of attention in the sci-
entific community, largely because it was
such an unusual creature. But it turns out
that its mysteriously sudden disappearance
was not exactly unique to the species. By
the end of the 1980s, at least 13 other
amphibian species had gone into serious
decline or disappeared entirely from moun-
tainous regions of eastern Australia. The
southern dayfrog, which had commonly
been found in the same areas as the gastric-
brooding frog, has not been seen in the
wild since 1979. Three other species in
southeastern Queensland have declined by
more than 90 percent. Further north, in the
tropical forests near Eungella, two species
declined sharply in 1985; one of them has

not been seen since. And in the tropical rain
forests of northern Queensland, large-scale
declines began in 1989—seven species
dipped sharply; four can no longer be found
in the wild. All these species were locally
endemic: they did not exist anywhere else in
the world.4

Several hypotheses about Australian
amphibian declines have been proposed,
but there are no widely accepted, definitive
answers. And the mystery spreads beyond
Australia. By the end of the 1980s, reports
of declines and disappearances emerged
from most other regions of the world where
amphibians were reasonably well moni-
tored—in North America, parts of South
America, and Europe. In Costa Rica’s
Monteverde National Park, populations of
20 of the 50 native amphibian species have
declined or disappeared since 1987. And in
California’s Sierra Nevada, five out of seven
native amphibians have disappeared or
declined sharply since the early 1900s. (See
Table 4–1.)5

As news of the declines began to surface
around the world, scientists wondered if
they were simply anecdotal accounts that
reflected natural population fluctuations.
But there were some uncanny similarities—
patterns that suggested something more
ominous could be taking place. The
declines were, in the first place, very rapid.
They sometimes involved whole assem-
blages of species, rather than just one or
two. And they were occurring not just in
areas that were obviously disturbed, but in
some of the world’s most carefully protect-
ed parks, such as Costa Rica’s Monteverde
Cloud Forest Reserve and Yosemite
National Park in the western United States.
These were not the kinds of losses that
could be readily predicted—or explained.
Something peculiar was happening to
Amphibia—something bad enough to dis-
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tinguish it from the broader tragedy known
as the biodiversity crisis.

More than a decade since amphibian
declines first emerged as a major scientific
mystery, there have been significant
advances in our understanding of the issue.

While there are still many unanswered ques-
tions, there is now little doubt that the
problem is real, and that a complex mixture
of causes is involved. More important than
the many details, however, is the realization
that it is not just the loss of frogs and sala-
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Table 4–1. Selected Large-Scale Losses of Amphibians

Location Species of Concern Status Possible Cause

Montane areas 14 species of frogs, including Sharp population declines Parasitic fungus, possibly
of eastern the southern day frog and since the late 1970s. introduced through inter-
Australia the gastric-brooding frog. Four species are thought national trade in aquarium

to have become extinct. fish and amphibians.

Monteverde 20 species of frogs and Disappeared after Climate change, possibly
region of toads (40 percent of total simultaneous population combined with other
Costa Rica frog and toad fauna), crashes in 1987. Missing factors such as parasites.

including the golden toad. throughout 1990–94
surveys.

Las Tablas, Costa More than 15 species. Severe declines since Chytrid fungus infection,
Rica, and the early 1990s. possibly combined with
Fortuna, other factors.
Panama

Yosemite region Five out of the region’s Severe declines—one Overall cause unknown.
of California seven frog and toad species has disappeared Introduced predatory

species—including the entirely, another has fish combined with
mountain yellow-legged declined to a few small drought-induced loss
frog and the foothill populations. of habitat contributed
yellow-legged frog. to the decline of some

species.

Montane areas 12 of 18 endemic Three may be extinct, Unknown. Possibly
of Puerto Rico amphibian species. the others are in climate change.

decline or at risk.

Cordillera de Five species. Sharp declines since Unknown. Possibly
Mérida, the 1970s. deforestation, floods,
Venezuela roadkill, pollution.

Reserva 8 out of the reserve’s Disappeared or declined Unknown. Possibly
Atlântica, 13 native frogs. in the 1980s. unusually dry winters,
Brazil pollution, or a combina-

tion of both.

SOURCE: See endnote 5.
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manders that should concern us, but what
their loss tells us about the state of the envi-
ronment. Stemming the loss of amphibians
will involve changes far beyond the protec-
tion of wetlands or forests. It will require
fundamental changes in the way we live.

Why Amphibia?
The decline of amphibians seems particular-
ly surprising, given that these creatures have
been around for about 350 million years
and were able to survive three mass extinc-
tions. These events are thought to have
killed off approximately half of all animal
species, including the dinosaurs that disap-
peared 65 million years ago. Yet overall,
amphibians persisted when so many other
groups of organisms did not.6

When amphibians first appeared, Earth’s
terrestrial area was essentially one giant
landmass inhabited by plants and insects.
Amphibians were the first vertebrates to
make the transition from water to land.
Somehow, a type of bony fish evolved into
a creature that had four legs, could breathe
atmospheric oxygen instead of dissolved
oxygen, and had a body structure that
allowed it to maneuver without the support
of water. It was these kinds of traits that laid
the groundwork for other classes of verte-
brates—such as reptiles, birds, and mam-
mals—to develop.7

Since the first amphibian emerged from
the water, the class has evolved into three
distinct groups (or, to use the scientific
term, orders). Anura, which includes frogs
and toads, is the largest group. The order
Caudata includes salamanders and newts.
And Gymnophiona, the least-known group,
which are commonly referred to as caecil-
ians, are legless, subterranean creatures that
are found only in tropical and subtropical
regions of the world. (See Table 4–2.)

Scientists have thus far identified nearly
5,000 species of amphibians—more than
the known number of mammals. And com-
pared with other groups of organisms, new
species of amphibians are being described at
a phenomenal rate—the number of
described species is increasing by about
1–1.5 percent a year. And there are still
hundreds, perhaps thousands, that have yet
to be discovered. Amphibians’ collective
domain includes every continent except
Antarctica, and probably most of the
world’s major islands. They achieve their
greatest variety in tropical and warm tem-
perate forests. The neotropical realm is by
far the richest; Central and South America
house close to half of the world’s amphib-
ian species. But amphibians also live in
deserts, grasslands, northern bogs—even
tundra, in the case of the North American
wood frog, one of four species of North
American frogs that can survive in a practi-
cally frozen solid state.8

Given their durability and ubiquity, the
rapid decline of so many species is particu-
larly unsettling. Why are amphibians disap-
pearing now? Many scientists claim that
amphibians are important bioindicators—a
sort of barometer of Earth’s health, since
they are more sensitive to environmental
stress than other organisms. One trait that
gives them this distinction is their
“amphibious” nature—the typical amphib-
ian lifecycle is partly aquatic and partly ter-
restrial. That can make them doubly
vulnerable: disturbance of either water or
land can affect them. In water, for example,
some species have fairly narrow temperature
requirements. Some do best in still water;
others need flowing water.9

And many amphibians are particular
about where they will breed. In southwest-
ern California, the endangered arroyo toad
does not reproduce well unless it lays its
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eggs on the sandy bottom of a slow-moving
stream. Some frogs and salamanders will lay
eggs only in the shallow “vernal pools” that
appear with the spring rains and disappear
with the summer heat. This is a kind of evo-
lutionary gamble with the weather: the
young are safe from predatory fish in a ver-
nal pool, but they must reach their terres-
trial phase before the pool dries up.10

Given such preferences, it is no surprise
that habitat degradation is the leading cause
of amphibian decline. Many amphibians,
for example, are forest animals—and the
world is currently losing approximately 14
million hectares of natural forest each year,
an area larger than Greece. Even when the

result is not outright deforestation, logging
can devastate amphibian populations. If
forests are allowed to regenerate, amphib-
ians can return, although estimates of how
long that will take vary; in the southeastern
United States, for example, the estimates
range from 20 to 70 years.11

Consider the logging boom in the U.S.
Southeast, where forests shelter one of the
world’s richest assemblage of salamanders.
More than 65 percent of all salamanders
belong to a lineage called the Plethodonti-
dae, which lack lungs. These creatures
breathe through their skin, which must
remain moist at all times to facilitate gas
exchange or they will suffocate. Plethodon-
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Table 4–2. Global Distribution of Amphibians

Share of World’s
Area Frogs and Toads Salamanders Caecilians Total Amphibia Amphibian Species

(number of known species) (percent)

United States 90 151 — 241 5
and Canada

Central and South 2,135 248 82 2,465 50
America and 
the Caribbean

Eurasia and 103 89 — 192 4
North Africa

Sub-Saharan Africa 761 — 29 790 16

India, Southeast Asia 745 29 44 818 17

Australia, New 443 — — 443 9
Zealand, Papua 
New Guinea

Total 4,277 517 155 4,949

SOURCE: William E. Duellman,“Global Distribution of Amphibians: Patterns, Conservation, and Future Chal-
lenges,” in William E. Duellman, ed., Patterns and Distribution of Amphibians: A Global Perspective (Baltimore,
MD:The Johns Hopkins University Press, 1999), 3. For specific boundaries among areas, see page 6.
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tids are consequently extremely sensitive to
changes in temperature and humidity. Even
selective logging is likely to reduce a popu-
lation, because it opens up the canopy and
dries out the forest floor. In the U.S. South-
east, the logging of mature hardwood for-
est, the primary salamander habitat, is
expected to overtake the hardwood growth
rate by the close of the decade.12

Deforestation-induced losses are almost
certainly far greater in the tropics, although
generally far less is known about them. An
extreme case appears to be Sri Lanka. As
recently as 1993, the island’s amphibian
fauna was thought to comprise only 38
species, but a recent five-year survey of the
remaining rainforest may have turned up as
many as 200 additional amphibian species
that are apparently endemic (though these
have not yet been formally described, nor
has the estimate been published in a peer-
reviewed journal). Yet Sri Lanka has only
750 square kilometers of rainforest left;
over the past 150 years or so, the island has
lost approximately 96 percent of its original
rainforest cover. When survey researchers
checked the records of naturalists who were
exploring Sri Lanka before 1900, they
found that more than half of the amphib-
ians mentioned were no longer present.
Most of Sri Lanka’s surviving natural forests
are legally protected, but they continue to
dwindle in the face of illegal logging, pri-
marily for fuelwood.13

It is true that in many parts of the world,
large tracts of new “forests” are being cre-
ated, but tree plantations do not generally
provide an ecological substitute for natural

forest. In Florida, for example, approxi-
mately 80 percent of the natural longleaf
pine forest has been lost over the last 50
years, and the majority of what was cleared
has been converted to commercial slash
pine plantations. This is considered to be a
primary reason why populations of the
threatened flatwoods salamander have
declined or disappeared in recent decades.
The longleaf pine forest was the primary
habitat for the salamander, which does not
do well in the drier, more uniform condi-
tions of the planted slash pine forest. In
South Africa, tree plantations have also
come at a cost to local amphibians. The
Matatiele wetland near Mtunzini was one of
the last remaining natural coastal wetlands
in the country and home to more than 25
species of frogs. But when an exotic tree
plantation was installed next to it, the water
table dropped and the wetland dried up.14

Amphibians also depend on many other
types of habitat, and unfortunately the
grasslands, wetlands, and streambeds of the
world are not faring much better than the
forests. In California, the conversion of
native grasslands to farms and suburban
developments is a leading reason for the
endangered status of the California tiger
salamander—at least 75 percent of the orig-
inal grassland habitat has been irretrievably
lost. And in the United Kingdom, the loss
of breeding ponds is a primary reason for
the decline of all six native species. Most of
the world’s rivers are now under the control
of dams that cause flooding, scouring, and
siltation—the kind of forces that are largely
responsible for the disappearance of the
endangered Arroyo toad from 75 percent
of its former range in California.15

Although habitat loss is the leading cause
of amphibian decline, it obviously cannot
account for the many large-scale disappear-
ances that have taken place in protected
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The Oregon spotted frog has largely 
disappeared from its historical range in 
the heavily farmed Willamette River Valley.



areas like Monteverde and Yosemite—
places that would seem to be about as close
to pristine as possible. And yet the amphib-
ians in these areas are apparently reacting to
dramatic changes. But these are changes
that are hard to see, or that just do not
seem “unnatural.”

Toxics are one threat that is difficult to
see, and there’s no question that amphibians
are highly vulnerable to all sorts of pollu-
tants. Because they breathe and even drink
through it, amphibians have thin, permeable
skin that readily absorbs contaminants.
Their eggs lack protective shells and are
highly permeable as well. So it is hardly sur-
prising that in heavily industrialized areas,
pollution is frequently invoked as a cause for
local declines. In some older centers of
heavy industry, the pollution is so intense
and pervasive that it’s a wonder there are
any amphibians left to study. Amphibian
populations in much of Ukraine, for exam-
ple, appear to be under attack from heavy
metals, pesticides, aromatic hydrocarbons,
acid rain, and radioactive waste.16

But pollution is taking a toll in healthy-
looking landscapes as well. In Britain, the
acidification of ponds is a contributing fac-
tor in the endangerment of the Natterjack
toad. This toad is now nearly extinct in
British lowland heath, a habitat that used to
support about half the species’ population
in that country. (The toad is faring poorly
in Scandinavia too, but it seems to be in
better condition farther south.) California’s
Sierra Nevada range is losing many of its
amphibians, and pesticide contamination
could be a factor. The pesticides malathion,
chlorpyrifos, and diazinon have been
detected in precipitation at altitudes as high
as 2,200 meters. The pesticides are not used
in the mountains themselves; they are pre-
sumably drifting up from the state’s heavily
farmed lowlands.17

Fertilizers, which are used in far greater
quantities than pesticides, may be creating
problems we are even less prepared to
counter. Some amphibians are very sensitive
to the nitrogen compounds that typically
leach out of artificially fertilized fields. For
example, researchers have discovered that
tadpoles of the Oregon spotted frog are
poisoned by water with nitrate and nitrite
levels low enough to pass the drinking
water standards set by the U.S. Environ-
mental Protection Agency. (Nitrate and
nitrite are compounds that soil microorgan-
isms make from synthetic nitrogen fertiliz-
er.) Many water bodies in the United States
contain levels of nitrate that violate govern-
ment standards. If these are not taken seri-
ously as a matter of public health, it seems
unlikely—to say the least—that more strin-
gent standards will be mandated for the
welfare of frogs. The Oregon spotted frog
has largely disappeared from its historical
range in the heavily farmed Willamette
River valley.18

Pollution, like habitat loss, is thus clearly
a major factor in amphibian decline. But
even considering both stresses, many
declines remain unexplained. Not far from
the Willamette valley, in the Cascades
Range of Oregon, for example, the Cas-
cades frog and the western toad are disap-
pearing, even though their habitat has not
been significantly disturbed or polluted.
Researchers have found that these species
are the victims of another stress: increased
exposure to ultraviolet (UV) light, a conse-
quence of the depleted stratospheric ozone
layer, which filters much of the UV wave-
length out of incoming sunlight. UV light
can damage DNA and even kill cells.
Amphibians, with their naked skins and
eggs, are particularly at risk. The Cascades
species may be losing their eggs to the extra
UV exposure.19
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It is possible that increased UV levels are
injuring other amphibians as well, particu-
larly at higher latitudes, where the ozone
layer tends to be thinner. Unfortunately,
seasonal fluctuations probably increase
amphibian vulnerability: in either hemi-
sphere, the ozone layer tends to be at its
weakest during winter and spring, a period
that overlaps with the egg-laying season for
most species. Amphibians at higher eleva-
tions could be especially susceptible as well,
since the higher you go, the less atmos-
phere there is to filter out the UV. But
researchers have found that not all amphib-
ians are especially sensitive to UV light, nor
are all of them exposed to appreciable
quantities of it.

Amphibians face another major pressure
that, like UV light and pollution, is hard to
see. Introduced, non-native species are
often in plain view, but because they usual-
ly look perfectly “natural,” it can be diffi-
cult to see them as a threat. Yet certain
non-native species frequently prey on
amphibians or out-compete them for food.
In New Zealand, introduced rats are
thought to have caused the extinction of
several species of Leiopelma frogs. And in
the Yosemite region of California’s Sierra
Nevada, large-scale trout introductions
have played a major role in the disappear-
ance or severe decline of five of the region’s
seven native amphibians. Further south, in
California’s Santa Monica Mountains, the
recent spread of introduced mosquitofish
(used widely to combat mosquitoes, but
unfortunately they eat more than that) may
be depressing local populations of the Cali-
fornia newt and the Pacific treefrog.20

One invader that frequently injures
amphibians is itself an amphibian: the bull-
frog, native to the eastern United States. An
aggressive, fast-growing species that can
reach a length of 15 centimeters, the bull-

frog has been introduced into ponds and
marshes in many places around the world,
as food and fishbait. It is not very particular
about where it lives or what it eats. It will
try to swallow almost anything it can fit in
its mouth—including other frogs. It can
also compete aggressively with other species
for food. In California, where it was intro-
duced in the early 1900s, the bullfrog may
have contributed to the declines of several
species. In South Korea, where it was
imported for food in the early 1970s, the
subsequent loss of native frogs and other
small creatures inspired a government-
sponsored anti-bullfrog campaign, with
hunting contests and bounty prizes.21

Another organism that is apparently
lurking in many forests and swamps may 
be consuming far more amphibian species
than bullfrogs or trout do. In the mid-
1990s, an unknown pathogenic fungus was
found to be infecting frogs in Costa Rica,
Panama, Australia, and the United States.
Researchers in these places discovered the
pathogen separately, but as they began to
compare notes they realized that they were
dealing with the same suspect.

Between 1993 and 1997, Karen Lips, a
herpetologist studying amphibians in Costa
Rica and Panama, discovered several dead
and dying frogs at her research sites—a rare
find, since dead frogs are usually snapped
up quickly by scavengers. During this same
period, she also observed population col-
lapses in several species, and in five out of
the seven Panamanian streams she moni-
tored, frogs simply vanished altogether.22

Meanwhile, in Australia, researchers
were beginning to wonder if an epidemic
disease might be responsible for the series
of declines and extinctions that occurred
along the east coast of the country in the
1970s and 1980s. As with the Central
American declines, the victims were stream
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dwellers and had succumbed very rapidly—
traits suggestive of a highly virulent, water-
borne pathogen. When researchers
compared skin samples from Panamanian
and Australian victims, they found them
infected by the same type of organism: one
or more fungi of the phylum Chytridiomy-
cota. That came as a surprise, since chytrid
fungi are common pathogens of plants and
insects but had never before been reported
to attack vertebrates.23

In the United States, the fungus was first
noticed in 1991, when it started killing cap-
tive arroyo toads in California. In 1996, the
toads’ disease was identified as the chytrid
fungus, which has since been found in the
wild in various places around the country.
In Illinois and Maryland, it has been
encountered as an apparently benign infec-
tion of stable frog populations: the infected
animals seemed perfectly healthy. But in
1999 and 2000, wildlife officials in the U.S.
Southwest discovered the fungus in low-
land leopard frogs outside Phoenix, Ari-
zona, and in boreal toads near Denver,
Colorado. In both cases, they found large
numbers of dead and dying animals. Both
species have been in sharp decline, and the
fungus has become a prime suspect.24

Scientists are now wondering how many
other declines the fungus might explain.
Could it have been behind some of the older
die-offs—events later marshaled as evidence
for global amphibian decline? In many parts
of the world, scientists are uncorking old
specimen bottles, and in a few cases the
chytrid has turned up. In Colorado, the
chytrid has been found in a few preserved
leopard frogs from the 1970s. It has also
been detected in museum specimens of the
Yosemite toad and the Northern leopard
frog, collected from the California Sierra
Nevada and the Colorado Rockies, respec-
tively, during the 1970s when both species

were in decline. In Australia, it has been
traced back to 1978—to a treefrog collected
in southern Queensland.25

Even though our understanding of the
fungus has grown tremendously in the last
few years, there seem to be more unan-
swered questions now than ever before. For
one thing, scientists do not yet know if
there is more than one new species of fun-
gus. Nor do they know how it kills its vic-
tims. It may suffocate them by causing their
skin to thicken (amphibians breathe partly
through their skin), or it may produce tox-
ins. And there are plenty of other questions.
Where, for instance, did it come from? It
may have been widespread for a long time,
and only recently detected, or it may have
had a restricted range but recently spread to
new regions of the world, where it is find-
ing new host species.26

If the chytrid has been expanding its range
to such distant parts of the world, what could
be moving it around? Some herpetologists
think it may have been brought into new ter-
rain on the boots of tourists. Others see a
likely conduit in the trade in aquarium fish,
and in amphibians themselves. In Australia,
some scientists suspect that the chytrid may
have been transported across the continent
on the skin of an infected frog that stowed
itself away in a box of fruit. And once the
fungus arrives in an area, there are many ways
it could spread: it may be dispersed by local
people, for example, or by cattle. It can
even be carried by birds and insects.27

Another hypothesis is that the fungus
could be a well-established pathogen in
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many parts of world, and that something is
upsetting amphibian immune responses,
making them more vulnerable to attack.
After all, the chytrid is not the only pathogen
that has been implicated in amphibian
declines. A group of viruses called iridovirus-
es may have caused the tiger salamander 
die-offs in Arizona, Utah, Maine, and
Saskatchewan. Iridoviruses have also trig-
gered declines of the common frog and the
common toad in the United Kingdom.28

Why so much disease in so many places
in so short a time? It is possible that scien-
tists are just finding more disease because
they are getting better at looking for it. Or
it might be evidence that some widespread
stresses are throwing amphibian immune
systems out of kilter.

By the late 1990s, evidence for one such
stress turned up in Costa Rica, where 20
species have declined or disappeared since
the late 1980s—including the famous gold-
en toad. Working on the initial hunch that
the declines may have had something to do
with the weather, a group of climatologists
and biologists led by Alan Pounds, head of
Monteverde’s Golden Toad Laboratory for
Conservation, found strong evidence that
the reserve’s cloud forest is losing its
clouds. According to the researchers, local
sea surface temperatures have risen since
the mid-1970s, and that has tended to push
the cloud bank higher. The mountain tops
are bathed in the clouds less frequently, so
the forest is now somewhat drier. This
might account for the amphibian losses.
The theory is corroborated by bird obser-
vations: some lowland, “cloud-forest-intol-
erant” birds have moved upslope, into areas

they had never occupied before. But the
golden toad lived on top of the range and
had nowhere to go.29

It is possible that the changing climate led
to the toad’s demise, but some scientists see
another, more ominous possibility in the
team’s findings. Climate change could be
“overlapping” with disease: the stresses of a
changing climate could make amphibians
more susceptible to infection. It is possible
the fungus haunts Monteverde as well.
Maybe the Monteverde declines are the
result of a kind of synergism between the
pathogen and the warming seas.

Climate change and spreading disease:
both of these forces have a global reach and
they could overlap in a number of ways—
either simultaneously or in sequence. A
change in the moisture regime, as at Mon-
teverde, or a change in water temperature
might weaken amphibian immune systems.
Warmer water might also affect a patho-
gen’s virulence, or its capacity to move
from one animal to another. Warmer air
temperatures might increase the range of
insects that carry it.

Infections are likely to combine with
other types of stress as well. Excessive UV
exposure, like climate stress, could suppress
amphibian immune systems. So could some
forms of pollution. And some diseases
appear to have been spread through the
introduction of infected game fish like
trout; in such cases, a new predator overlaps
with a new disease.30

Other overlaps are also cause for concern.
Consider, for example, non-native species.
Organisms that are successful invaders are
often capable of tolerating very disturbed
conditions. If some kind of disturbance
injures the native amphibians but does an
invader no harm, then the latter may gain a
level of dominance it might not otherwise
have achieved. In the Ural Mountains of
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Russia, this mechanism has apparently
allowed the introduced lake frog to displace
some of the natives. The lake frog seems to
tolerate industrial pollution much better
than the natives do, so the local frogs have
been hit by a pollution-invasion overlap. In
the Yosemite region of California, a combi-
nation of introduced trout and a five-year
drought is considered to be responsible for
the decline or disappearance of several
species. The trout reduced the amphibians’
ranges to isolated patches, and that
increased their vulnerability to the drought
that hit the area from 1987 to 1992.31

Overlapping factors may also be partly
responsible for the recent rash of amphibian
deformities—although there is no evidence
that suggests a relationship between defor-
mities and the declines. In some places
where deformities have been observed, sci-
entists believe the cause is a kind of parasitic
flatworm called a trematode. As the trema-
tode is often carried by snails, there may be
a connection between nutrient-rich waters
(for example, water receiving runoff from
agricultural areas) that attract snails and
trematode infections.32

Habitat loss, pollution, UV exposure,
non-native species, disease, and climatic
instability—those are the stresses that we
know or suspect are killing off so many of
the world’s amphibians. Perhaps there are
other, as yet unidentified stresses as well. But
a simple inventory like this, dismal as it is,
still does not adequately represent the threat
because it does not account for the overlap
factor. Unfortunately, we have virtually no
idea what the overlaps will eventually do.

Beyond the Declines
The loss of amphibians demands our atten-
tion not just because we need to know why
these animals are dying, but because we

need to know what their death will mean.
Amphibian decline itself is a form of envi-
ronmental degradation, since amphibians
play critical roles in many ecosystems. Given
their sometimes secretive and inconspicu-
ous nature, it is easy to underestimate their
importance. Many species are only seen in
large numbers when they are breeding or
emerging from streams or ponds after they
have developed from their aquatic to terres-
trial stage. And in many parts of the world
amphibians stay buried in forest soils or
desert sand for several months at a time—
waiting out unfavorable weather.

Despite their cryptic nature, amphibians
sometimes outnumber—and may even col-
lectively outweigh—other classes of verte-
brates in many temperate and tropical
woodlands. In Shenandoah National Park,
in the southeastern United States, the Red-
backed salamander has been found at densi-
ties as high as 10 per square meter. Since
the park is a hotspot for salamander diversi-
ty, each square meter could well contain
other salamander species too. In a New
Hampshire forest, scientists found that the
total mass of salamanders alone was more
than double the mass of birds (even during
the birds’ peak breeding season) and about
equal to the mass of small mammals.33

Because they are so numerous, amphib-
ians play key roles in many aquatic and ter-
restrial ecosystems. As tadpoles, they
devour vast quantities of algae and other
plants. A Marsh frog tadpole, for example,
can filter algae out of about a liter of water
each day. In some small lakes and ponds,
amphibians may be the most important ani-
mal regulators of algae and other plant
growth. Algal growth is itself a primary reg-
ulator of aquatic oxygen levels; the more
algae a body of water has, the less oxygen it
is likely to have.34

Increased algal growth has already been
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observed in parts of the world where
amphibians have declined. In Ecuador, for
example, algal growth rose in the streams
where a species of poison dart frog was
once abundant. Karen Lips noticed 
the same phenomenon following the disap-
pearance of several frog species from her
study sites in Central America. This kind 
of subtle ecological change is presumably
occurring in many streams and ponds
around the world.35

On land, amphibians play an important
role as consumers of vast quantities of
insects and other invertebrates. Some
species also eat small reptiles, birds, and
mammals. A study of the Blanchard’s crick-
et frog in Iowa concluded that a small pond
population of 1,000 frogs would consume
about 4.8 million insects and other arthro-
pods per year.36

The pest control benefits of amphibians
have long been recognized. A Farmer’s
Bulletin of the U.S. Department of Agri-
culture from 1915, for example, contained
a paper entitled “The Usefulness of the
American Toad” by entomologist A. H.
Kirkland. After examining the stomachs of
149 toads, Kirkland determined that “inju-
rious insects” such as gypsy moths, tent
caterpillars, and may beetles made up 62
percent of the toads’ total diet. In one
stomach he found the remains of 36 tent
caterpillars; in another, 65 gypsy moth
caterpillars. He estimated that over 90 days
a single toad could consume nearly 10,000
noxious insects. It was Kirkland’s hope that
toads could receive better protection and
use as a natural pesticide in farms and gar-
dens. At the time, the toad’s most formida-

ble threat, according to Kirkland, was the
“small boy.”37

Today amphibians get little more credit
than they did in Kirkland’s time, even
though their usefulness is now much more
evident. In the 1970s and 1980s, for
instance, India and Bangladesh were
exporting large quantities of frog legs to
Europe, the United States, and Japan as a
culinary delicacy. These harvests were
intensive enough to virtually empty many
large marshes of their frog populations. As
the frogs disappeared, the insect popula-
tions exploded. Crop damage increased and
there was a rise in malaria infections. Frog
exports were banned in India in 1979. In
Bangladesh, a ban was passed in 1990, after
farmers realized that it was cheaper to pro-
tect frogs than to buy pesticides. Unfortu-
nately, however, there is still a substantial
frog smuggling operation in the region.38

In addition to their role as consumers of
algae and insects, amphibians also support
the many different types of animals that prey
on them. They are important in the diets of
many birds, mammals, reptiles, and freshwa-
ter fish. Some bats and snakes live exclusive-
ly on amphibians. In California’s Sierra
Nevada, for instance, there is a type of garter
snake that depends on three of the local
amphibian species, two of which are in seri-
ous decline. If the garter snake goes into
decline as well, that could affect the preda-
tory birds that depend on it. The fate of rap-
tors may be bound up in the fate of frogs.39

In both aquatic and terrestrial food
webs, amphibians often play an important
role in energy transfer and nutrient cycling.
Some scientists refer to amphibians as
important “conveyor belts” of energy
through the ecosystems in which they
occur. Compared with birds and mammals,
amphibians are much more efficient in con-
verting food into new tissue, so a substan-
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tial amount of the energy that enters an
ecosystem through photosynthesis passes
through amphibians, who then are eaten by
foxes, snakes, and owls. Some studies have
found that amphibians can also be a much
better source of protein than birds and
mammals. A predator would be better off
eating a pound of frogs rather than a pound
of mice. And given their dual roles—aquat-
ic juvenile stage and terrestrial adult stage—
amphibians are often an important
“nutrient bridge” from water to land.
Through them, the algae that might other-
wise suffocate a pond becomes a part of the
terrestrial fauna.40

But the role of amphibians is often far
more subtle and complex than food web
dynamics might suggest. Consider, for
example, the tiny frogs that live inside the
tank bromeliads in the Brazilian Atlantic
forest. Bromeliads are a type of plant com-
mon in tropical American forests; most of
them look rather like the rosette of leaves
on the top of a pineapple, and most of them
are epiphytes—that is, they live in trees
instead of rooting directly in the soil. The
rosettes of tank bromeliads have an espe-
cially large central cavity that holds a pool
of water in which many different organisms
can live. Some of these “arboreal ponds”
are quite substantial; one species of tank
bromeliad can hold as much as 30 liters of
water. But each pool is isolated from all the
others, and many of the inhabitants are
strictly aquatic. An effective dispersal mech-
anism is therefore essential to the survival of
these communities, and this is the role that
the frogs play. Researchers studying these
communities in the Atlantic forest have
found a host of little animals—from crus-
taceans to various types of worms—
attached to the skin of bromeliad-dwelling
frogs. Apparently, the frogs are moving
these creatures from one bromeliad to

another. The bromeliads grow and die, but
the community as a whole might remain
stable because of the frogs.41

The loss of amphibians could also mean
the loss of potential cures for many com-
mon ailments. Amphibians are an incredibly
diverse group of organisms that we know
relatively little about. We do know that they
are living chemical factories; amphibians
produce all sorts of powerful compounds,
or they concentrate compounds found in
their prey. This characteristic is frequently a
form of defense. Because amphibian skin is
thin and permeable, it offers little physical
protection from attack or infection. So pro-
tection is often chemical instead. Many
species produce antibiotics and fungicides.
Some produce powerful poisons, which
they advertise to predators with their bright
coloring.42

These chemicals are a medical treasure,
as many traditional cultures have recog-
nized. Pulverized toads, for example, have
been used in traditional Chinese medicine
for a variety of ailments. And while tradi-
tional remedies doubtless vary greatly in
their efficacy, modern chemistry is substan-
tiating the power of many of the raw mate-
rials. Epibatidine, a compound with
powerful painkilling properties, was discov-
ered in a skin secretion from a small, bright-
ly colored Ecuadorian frog known as
Epipedobates tricolor. Today, U.S. pharma-
ceutical giant Abbott Laboratories is devel-
oping a synthetic compound related in
structure to epibatidine that is 200 times
more powerful than morphine and does not
have that drug’s negative side effects, such
as constipation, respiratory failure, addic-
tion, and resistance to the desired pain-
killing effects. Clinical trials of the
compound are under way. If it fulfills expec-
tations, the epibatidine analog would be a
major advance for medicine—improving
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the lives of millions of people suffering
chronic pain.43

Another frog of interest is a large green
treefrog that is used in an extraordinary
hunting ritual practiced by Indians in the
Amazon Basin. The Indians create “hunting
magic” by applying a secretion scraped from
live frogs to self-inflicted burns on the arms
or chest. Following a coma-like sleep, the
hunters awake and find they have increased
stamina and keener senses. Research on
compounds from this frog have yielded sev-
eral novel compounds that are able to lower
blood pressure, reduce pain, and provide
antibiotic effects. One compound interacts
with a variety of receptor systems and has
provided new insights into how the brain’s
message-reading receptor systems work.
Whether or not these compounds are
responsible for the “hunting magic” prop-
erties experienced by the Amazonian Indi-
ans remains unknown.44

We have yet to learn even the most obvi-
ous lessons from some of these creatures.
The wood frog is able to tolerate tempera-
tures low enough to turn up to 65 percent
of its body water into ice. It produces some
sort of natural antifreeze to keep the
remaining water liquid, but how does this
system work? And what might we have
learned from the gastric-brooding frog if it
had not disappeared from the rain forests of
Australia? This and other secrets are now
beyond reach.

Reconceiving the Science
It has been more than 10 years since the
prospect of global amphibian decline first
attracted widespread scientific attention.
We now understand some species and some
localized areas very well. We have discov-
ered that a whole complex of threats, such
as nitrogen pollution, climate change, and

disease, is involved. But there are still some
major gaps in our understanding of the
issue.

To begin with, there is an incomplete
picture of what is at stake. As eminent her-
petologist William Duellman recently
noted, “the amphibian faunas of many parts
of the world remain essentially unknown,
and the faunas in many other regions are far
from completely documented.” In South
America, nearly one third of the amphibian
species were discovered in just the last two
decades. And new species continue to be
discovered at a rapid rate. The parts of the
world that contain the largest numbers of
undiscovered amphibian species include the
mountainous regions of South America and
Southeast Asia and the islands in the Indo-
Australian Archipelago (Sulawesi, Sumatra,
and the Irian Jaya part of New Guinea). In
New Guinea, the current estimate of the
number of amphibian species is 200, but
herpetologist Michael Tyler believes the
total is probably twice that. The tropics may
harbor thousands of amphibian species not
yet known to science.45

In part, the gaps in our knowledge stem
from the enormous geographical mismatch
between the research capacity and the crea-
tures themselves. Canada, for example, has
plenty of amphibian specialists, but not a
single endemic amphibian. On the other
hand, Mexico, like most tropical countries,
has a vast amphibian fauna and only a few
herpetologists. Although a good deal is
known about the amphibians of the United
States, Western Europe, Costa Rica, and
Australia, there is limited understanding of
those of South America, Asia, or most
African countries—places that house some
of the richest diversity of amphibians in the
world. (See Table 4–3.) And among the
tropical species already identified, many are
in the literature only by virtue of their orig-
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inal descriptions; in such cases, virtually
nothing is known of the animal’s ecology or
even whether it still exists.46

In many parts of the world, amphibian
research is frequently constrained by a lack
of funds—but not generally by a lack of
interest. Consider the dire situation in

Bangladesh, where amphibians were widely
abundant up until a few decades ago,
although today most species are threatened
throughout the country. Amphibians in
Bangladesh are being decimated by habitat
loss, exposure to pesticides and fertilizers,
and commercial exploitation. Some species
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Table 4–3. Major Known Hotspots of Amphibian Diversity

Portion of original Amphibian diversity
Hotspot Total species Share endemic area still intact per unit area

(species per thousand 
square kilometers of

(number) (percent) remaining intact
natural vegetation)

Tropical Andes 830 73 25.0 2.6

Mesoamerica 460 67 20.0 2.0

Chocó-Darién-
Western Ecuador 350 60 24.2 5.6

Atlantic Forest Region 280 90 7.5 3.0

Sundaland (western 226 79 7.8 1.8
half of the Indo-
Malayan archipelago)

Indo-Burma 202 56 4.9 2.0

Madagascar and Indian 189 99 9.9 3.2
Ocean Islands

Caribbean 189 87 11.3 6.3

Brazilian Cerrado 150 30 20.0 0.4

Western Ghats and Sri Lanka 146 80 6.8 11.7

Guinean Forests of West Africa 116 77 10.0 0.9

Mountains of South- 85 60 8.0 1.3
Central China

Philippines 84 77 8.0 3.5

Eastern Arc Mountains 63 52 6.7 31.5
and Coastal Forests of 
Tanzania and Kenya

Mediterranean Basin 62 52 4.7 0.6

SOURCE: Russell A. Mittermeier et al., Hotspots: Earth’s Biologically Richest and Most Endangered Terrestrial
Ecoregions (Mexico City: CEMEX, S.A. 1999), 34, 42, and 50.
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are even being ground up for poultry feed.
Yet researchers still have a very tenuous
understanding of the country’s fauna. As
biologist Sohrab Sarker watches the amphib-
ians of his country disappear, he bemoans
the lack of funding for field studies.
“Amphibians in Bangladesh are not studied
scientifically,” he says, “there are many
species that still need to be investigated and
identification of some specimens has been
held up due to lack of relevant literature.”47

In Ecuador, there is a similar need for
additional research. A little frog called the
jambato used to be so common you could
find it in the backyards of Quito. But the last
time a jambato was seen alive was in 1988.
Perhaps the frog fell victim to a fungus, pos-
sibly the chytrid, but no one knows because
there is no money to do the research.48

An article in an April 2000 issue of
Nature provides an excellent demonstration
of how skewed the research is. It contains
the most exhaustive overview of amphibian
population trends to date. To produce it, a
team of researchers combed through the sci-
entific literature and coaxed additional data
out of more than 200 scientists in 37 coun-
tries. Of the 936 populations the team man-
aged to cover, 87 percent were in Western
Europe or North America, 5 percent were
in Central and South America, 2 percent
were in Asia, and less than 0.5 percent were
in Africa and the Middle East.49

Moving into the second decade of inves-
tigating amphibian declines, it will be essen-
tial to fill the gaps in our understanding and
support research and conservation efforts in

understudied regions. There is also a need
to coordinate research programs, make
information more accessible, and build a
global amphibian database. 

A key organization that has already
played a major role in informing many of
the world’s herpetologists and supporting
research efforts in developing countries is
the Declining Amphibian Populations Task
Force (DAPTF). This was established in
1991 under the auspices of the World Con-
servation Union–IUCN’s Species Survival
Commission. It encompasses a network of
over 3,000 scientists and conservationists in
more than 90 countries and serves as a
global “information clearinghouse” on
amphibian decline. The Task Force pro-
duces the newsletter Froglog, which is an
important vehicle for communicating
updates on research and conservation
endeavors from all over the world. Current-
ly, the volunteer scientists who manage the
Task Force are compiling a comprehensive
summary of the declines and a CD-ROM
database of all data available on amphibian
populations, declining or otherwise. Both
of these will be available in 2002.50

In 1999, the DAPTF helped organize a
series of amphibian decline workshops in
Mexico, Panama, and Ecuador. The orga-
nizers hoped the meetings would be the first
in a series of efforts to coordinate and build
amphibian research in the region. Given the
level of participation—the workshops drew
in 88 people from 13 countries—that seems
like a reasonable expectation.51

The Internet is also providing new and
speedy ways for researchers to communi-
cate and contribute to global databases.
The recently launched Amphibiaweb is a
site dedicated to providing information on
all the world’s known amphibian species.
Each species will have its own “home
page,” including species description, life

State of the World 2001

78

From Canada to New Zealand, a
growing army of volunteers is 
canvassing the world’s swamps and
forests, searching for amphibians.



DECIPHERING AMPHIBIAN DECLINES

history traits, conservation status, and liter-
ature references.52

Acquiring more information will get us
only so far. Once the information is collect-
ed, it must be used in the most effective way
possible. For this, it will be necessary to
change the way the science is done. The
declines cannot readily be contained in a
single field of inquiry. They involve micro-
scopic pathogens and global climate
change; they are part of forestry economics
and wildlife toxicology. Understanding
them will require a much more interdiscipli-
nary, integrative approach than is typical of
conventional research. Instead of individual
specialists working on problems indepen-
dently, research programs will have to find
ways to focus the efforts of many disciplines
into a collaborative whole. Some of the
most successful recent work is already mov-
ing in this direction—the climate research at
Monteverde, for example, or the interna-
tional investigation of the chytrid fungus.

That idea is beginning to resonate with-
in some major scientific institutions, such as
the National Science Foundation, the U.S.
government body that is the chief source of
federal funds for scientific research. In
1999, the agency awarded $3 million to a
team of 24 scientists from fields as diverse as
veterinary epidemiology and evolutionary
ecology to study host-pathogen relation-
ships as an aspect of amphibian decline. Jim
Collins, the Arizona State University biolo-
gist who heads the team, explained the
challenge this way: “As we went through
thinking about how to answer the ques-
tions, we really had to think about how we
did the science. And how we did the science
had to change—it couldn’t be just an indi-
vidual investigator laboring away in an iso-
lated laboratory.” Collins emphasizes the
need for interaction not just between differ-
ent biological disciplines, but also with the

social sciences and possibly even the
humanities. “To understand this problem
we have to do a better job of integrating
humans into ecological and evolutionary
theory,” he argues. “The nature of science
itself is going to have to change.”53

But the new research paradigm cannot
be just a matter of linking scientists togeth-
er. Because the problem is so pervasive, sci-
ence is going to need to build a community
of serious amateurs—members of the gen-
eral public who can become “citizen scien-
tists.” A volunteer amphibian monitoring
movement is already gaining steam. From
Canada to New Zealand, a growing army of
volunteers equipped with amphibian identi-
fication tapes, field guides, flashlights, pen-
cils, and waterproof notepads is canvassing
the world’s swamps and forests, searching
for amphibians. From schoolchildren to
retirees, these people are heading out in
evening hours, listening for frog calls, and
keeping careful records of what they hear
and see. 

One of the largest volunteer networks is
the North American Amphibian Monitor-
ing Program (NAAMP). The program
began in the mid-1990s, and by 1999 hun-
dreds of volunteers were working in 25
states. They are trained to identify their
local amphibian fauna and follow a stan-
dardized monitoring protocol. The data
they collect become part of a global pool of
information that is being used to gain a bet-
ter understanding of amphibian declines.
Indicative of the extent of this effort, in
Minnesota the program has sold more than
1,000 copies of its amphibian audio tape,
and its well-tuned volunteers have covered
150 monitoring routes since 1993. In
Maine, NAAMP volunteers monitor 60
routes; Texan volunteers cover 20 routes.54

In many cases, volunteers see animals
they have never seen before. A participant
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in a Massachusetts program commented
that she had lived in her town for her entire
life and “had no idea that each spring hun-
dreds of salamanders crossed through her
backyard.” Massachusetts volunteers are
also involved in identifying vernal pools—
the shallow, seasonally flooded wetlands
that provide critical breeding sites for many
amphibians. Since the late 1980s, local citi-
zens have helped identify a good portion of
the 1,200 vernal pools that are now pro-
tected by the state.55

Another monitoring network is under
development in Central America. Modeled
on NAAMP, the Maya Forest Anuran Mon-
itoring Project (MAYANMON) was initiat-
ed in 1997 to monitor amphibians in the
Maya Forest region. Today, the program is
a tri-national effort, with sites in Belize,
Mexico, and Guatemala. It plans to add
additional countries soon. Like NAAMP,
this is a volunteer program based on 
regular, standardized monitoring of numer-
ous sites. The information collected will 
be critical for the development of baseline
data for an area that has not been well 
studied. Thus far, all participants are biolo-
gists, but MAYANMON recently received 
a grant to train local Mayan villagers 
who have an interest in monitoring the eco-
logical health of their surroundings. The
MAYANMON project is the first of its kind
to be undertaken in Central America, and it
represents a unique example of internation-
al cooperation.56

Many European countries have encour-
aged volunteer efforts to reduce road traffic
mortality. Beginning in the 1960s, conser-
vationists initiated programs to reduce
amphibian roadkills by informing motorists,
installing “toad-crossing” traffic signs, and
setting up detours during peak migration
times. More recently, drift fences have been
used to capture migrating amphibians as

they head toward roads. Once the migrants
have been detained at the base of the fence,
volunteers capture them and ferry them to
safety. A “toad patrol” squad at one road
crossing in England rescued more than
4,500 toads in just one season. At the same
crossing, more than a thousand toads were
killed by motorists.57

In addition to providing crucial informa-
tion about population trends, migration
patterns, and breeding sites, the new trend
in “citizen science” is providing something
that may be even more significant. By get-
ting people out into the woods and swamps
and attuned to their local fauna, the volun-
teer programs could serve as a way to cap-
ture the public’s imagination and develop
bigger constituencies for conservation sci-
ence. Amphibian decline is kind of a case
study of unsustainability, touching on all
the major environmental issues of our day.
It could serve as an important catalyst for
change on these issues.

Protecting Amphibians
There are clearly many impressive and
promising initiatives under way that bode
well for the future of amphibian research.
But will the evidence ever translate into
sweeping changes in conservation policy?
Considering amphibian decline as a political
issue, it is almost inconceivable to imagine
an international treaty to prevent frog
extinctions. Amphibian decline lacks the
political “weight” of issues like climate
change. True, some countries do have
explicit policies protecting amphibians—
but these vary greatly around the world,
and as is clear from the current trend in
amphibian populations, they are not entire-
ly effective.

In the United States, the Endangered
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Species Act (ESA) is the only law that pro-
vides direct protection for amphibians.
Since its inception in 1973, 18 frog, toad,
and salamander species—out of 194 identi-
fied in the country—have been listed as
threatened or endangered under ESA.
Species listed under ESA receive special
protection, primarily in the form of a “take”
prohibition that makes it unlawful for a per-
son to kill or injure a listed species—this can
include any significant habitat alteration or
degradation that kills or injures the species.
Other recovery strategies, such as captive
breeding and reintroductions, are also fre-
quently used.58

Over 27 years ESA has been successful in
rescuing several amphibian species from the
brink of extinction. And it has provided
many indirect benefits through the protec-
tion of habitats—wetlands or forests that
are saved for amphibians clearly provide
many important services beyond being
homes for frogs. But there are also some
pitfalls associated with ESA. For one thing,
it can take years for the listing to be
approved once a petition has been filed.
The Santa Barbara County population of
the California tiger salamander, for exam-
ple, finally received permanent listing as
endangered under ESA in September
2000—eight years after the listing petition
was submitted and 15 years after the species
was first recognized as a candidate. In those
15 years, more than half of the population’s
known breeding sites were destroyed.59

Denmark, France, Germany, Luxem-
bourg, and the Netherlands also have legis-
lation protecting all amphibians. But in
other European countries, there is no pro-
tection. As in the United States, formal pro-
tection of amphibian species usually entails
some form of habitat protection.60

There is one international treaty that
provides some specific protection for

amphibians. The Convention on Interna-
tional Trade in Endangered Species of Wild
Fauna and Flora (CITES) controls trade in
numerous endangered plant and animal
species. (See Chapter 9.) As of 2000, 81
amphibian species were protected under
CITES. But the focus of CITES is on
restricting international trade, not on pro-
viding on-the-ground protection within a
country’s borders.61

As laudable as ESA and CITES are, such
species-specific approaches are not enough
to slow the current pace of global amphib-
ian declines. Beyond the fact that they apply
to just a tiny fraction of the world’s
amphibian species, these strategies are not
effective for several reasons. For one thing,
many species are going extinct that are not
on any lists at all. They are disappearing in
remote areas of the world where the
amphibian faunas are not well understood.
In addition, many of the declines and dis-
appearances have taken place in just a year
or two—far too quickly to do the paper-
work for listing under laws like ESA or
CITES. And finally, even if species such as
these had been protected under an endan-
gered species law, it probably would have
made no difference. They already lived in
highly protected areas. The Monteverde
Cloud Forest is one of the world’s premier
parks, and home to expert biologists who
monitor the local fauna very closely. Aside
from a last-ditch effort at captive breeding
(which was attempted with the gastric-
brooding frog), there was no obvious way
these losses could have been prevented by
the time they were detected.

Given the magnitude of the threats at
play, it is obvious that a species-by-species
approach is just not going to work. The
problem of amphibian declines is teaching
us an important lesson about the way we
approach environmental issues in general.
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While it is certainly reasonable to argue for
more money and research and conservation,
and to demand more powerful conservation
policies, the painful fact is this: no amount
of money or legislation is going to make this
problem go away—if it is directed only at
this problem. What is happening to amphib-
ians reflects what is happening to the planet
in general. If we don’t address the underly-
ing reasons for amphibian decline, there is
no way we can save these species.

While efforts to protect particular species
are important, amphibians show us that
what really matters are the initiatives to pro-

tect forests, wetlands, and other essential
habitat; to reduce the spread of non-native
species; to improve farming practices so
that farmers don’t depend on heavy inputs
of pesticides and fertilizers; and to reduce
the emissions of greenhouse gases that con-
tribute to climate change. Clearly, the ben-
efits of these changes will be felt far beyond
frogs and salamanders. They will have far-
reaching impacts on ecosystems and human
health in general. Ultimately, the survival of
amphibians and other creatures will depend
on our willingness to confront the major,
systemic environmental issues of our day.
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The human harnessing of energy has long
included the release of carbon atoms, dat-
ing at least as far back as a wood fire in the
Escale cave near Marseilles, France, more
than 750,000 years ago. Reliance on wood
was a common feature of energy use in
most settled parts of the world until the
mid-nineteenth century. Growing popula-
tion density and energy use in Great Britain
meant that bulky and awkward-to-carry
wood—in spite of its abundance—gradual-
ly lost out to coal, which was likewise abun-
dant but more concentrated and easily
transported. Though it was not noted at
the time, the new fuel also happened to
produce less carbon and more hydrogen per
unit of energy—with one or two molecules
of carbon per each one of hydrogen, versus
a 10-to-1 ratio for wood. Thus began the
first wave of “decarbonization.”1

Despite its negative health and environ-
mental effects, coal remained King of the
energy world for the remainder of the nine-
teenth century and well into the twentieth.
But the automotive revolution eventually

favored another new fuel. Oil boasted an
even higher energy density, could be trans-
ported more easily and through pipelines,
and emitted less soot. By the 1960s, it sur-
passed coal. With only one molecule of car-
bon for every two of hydrogen, oil marked
the second wave of decarbonization.2

At the end of the twentieth century, oil
was still the world’s leading energy source.
Like its predecessors, however, it faced an
up-and-coming challenger. Natural gas,
which burned more efficiently, used a dis-
tributed network of pipes that made petro-
leum pipelines appear clumsy, and benefited
from being known as the cleanest fossil 
fuel, began its ascent in the final decades 
of the second millennium. With one unit of
carbon to four units of hydrogen, natural
gas represents the third wave of decar-
bonization.3

This molecular perspective on the energy
economy is not typical: generally speaking,
most experts prefer to discuss energy trends
in terms of politics and prices, resources and
reserves. Yet the trend toward decarboniza-
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tion—progressively reducing the amount of
carbon produced for a given amount of
energy—is as illuminating and important as
it is overlooked. Jesse Ausubel of Rocke-
feller University goes so far as to argue that
this pattern lies “at the heart of under-
standing the evolution of the energy sys-
tem.” Exploring this trend is therefore
critical if we are to grasp where the energy
economy might be headed in the future.4

Yet even as the third wave begins its rise,
a fourth has already appeared on the hori-
zon. Initially building on the natural gas
network for its distribution, and derived at
first from natural gas to run high-efficiency
fuel cells, hydrogen could within several
decades displace natural gas. Eventually
using its own full-fledged network, and cre-
ated by the splitting of water into hydrogen
and oxygen from solar, wind, and other
forms of virtually limitless flows of renew-
able resources, the hydrogen economy will
over time “free energy from carbon,” as
Nebojsa Nakićenović of the International
Institute for Applied Systems Analysis
(IIASA) has put it.5

The first three waves of decar-
bonizing were driven by the search
for more abundant and easily har-
nessed energy sources; local and
regional environmental factors
played a limited role in aiding the
ascents of oil and natural gas. But
the past century’s discovery of car-
bon’s role in changing Earth’s cli-
mate, the role of humans in adding
this carbon to the atmosphere, and
the potential risks that accompany
climate change have all made glob-
al environmental concerns a major
new factor in the approaching
fourth wave. Present and future
generations thus face the challenge
of deliberate decarbonization.

A key barrier to enhancing the decar-
bonization process is the lingering misper-
ception among many governments and
businesses that limiting carbon emissions
necessitates reductions in energy use and
economic growth. Yet the past quarter-cen-
tury provides strong evidence that carbon
and economic output can be “decoupled.”
This chapter explores one particular dimen-
sion of the decarbonization challenge:
reducing the carbon intensity of the energy
economy, as measured in emissions per unit
of economic output. Between 1950 and
1999, the number of tons of carbon pro-
duced for each million dollars of gross
world product was reduced by 39 percent,
from 250 to 150 tons per million dollars of
output, averaging an annual intensity
improvement rate of 1 percent—but with a
2-percent annual average during the 1990s.
(See Figure 5–1.) Carbon intensity is
becoming an important indicator of our
movement toward a sustainable energy
economy, particularly as evolving scientific
understanding of climate change strength-
ens public concern and pressure for action.6
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The Climate Constraint

The global carbon cycle is among the most
complex and least understood of the plan-
et’s large-scale natural processes. An esti-
mated 42 trillion tons of carbon are either
housed in or circulate between the atmos-
phere, oceans, and biosphere. The precise
amount found in each of these reservoirs is
subject to much uncertainty, however, and
scientists believe that many of the important
fluxes can vary significantly from year to
year. But research into this dynamic process
is advancing quickly, permitting a rough
accounting of the global carbon budget.
(See Figure 5–2.)7

One of the most conspicuous character-
istics of the carbon cycle is the near-equilib-
rium of natural fluxes, or flows, between the
atmospheric, oceanic, and terrestrial com-
ponents. When these flows more or
less offset each other, the size of
the reservoirs changes little.
Beginning in the late eigh-
teenth century, however, a
significant human com-
ponent was added to the
cycle. Since 1751, the
dawn of the Industrial
Revolution and the
accompanying large-scale
combustion of carbon-
based fossil fuels, more

than 271 billion tons of carbon have been
added to the atmospheric reservoir through
the burning of fossil fuels. (See Figure 5–3.)
Today, annual carbon emissions total slight-
ly more than 6.3 billion tons—second in
mass only to water flows linked to human
activities.8

A clear consequence of this addition to
the global carbon cycle has been the eleva-
tion of atmospheric levels of carbon dioxide
(CO2), which is naturally present in the
atmosphere but which also forms when fos-
sil fuel burning releases carbon in the pres-
ence of oxygen. According to samplings of
air bubbles trapped in the world’s deepest
ice core in Vostok, Antarctica, current CO2
levels are “unprecedented” in relation to
the last 420,000 years; analyses of fossilized
plankton suggest that they may be at their
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highest point in 20 million years. (See Fig-
ure 5–4.) Atmospheric CO2 concentrations
reached 368.4 parts per million volume
(ppmv) in 1999, marking nearly a 32-per-
cent increase from the pre-industrial level of
280 ppmv—and a 17-percent rise just since
1958.9

Carbon dioxide is one of the “green-
house gases”—which also include methane,
nitrous oxide, and halocarbons—that alter

the planet’s energy balance by trapping
infrared radiation reflected from Earth’s
surface, preventing it from escaping to
space and thus causing surface temperatures
to rise. The Vostok ice core data suggest a
strong correlation between greenhouse gas
concentrations and temperature change,
and that periods of CO2 buildup have con-
tributed to past global warming transitions
between glacial and interglacial periods.

Average surface temperature
measurements suggest that
another transition is under way.
Land-based surveys from
NASA’s Goddard Institute of
Space Studies reveal a tempera-
ture increase of 0.6 degrees Cel-
sius since 1866. Researchers
from the University of Massa-
chusetts studying tree-ring sam-
ples have concluded that the
1990s were the warmest decade
of the last millennium, with
1998 being the warmest year.10

Natural events, among them
changes in solar variability and
volcanic activity, have also con-
tributed to past temperature
changes such as warming during
the medieval period and the Lit-
tle Ice Age between the seven-
teenth and nineteenth centuries.
But reconstructions of past cli-
mates suggest that human influ-
ences have had the dominant
role in twentieth- century tem-
perature trends. Thomas Crow-
ley, a geologist at Texas A&M
University, estimates that natural
factors have accounted for only
25 percent of the warming since
1900, with the remainder attrib-
utable to increases in greenhouse
gas emissions.11

State of the World 2001

86

1750 1800 1850 1900 1950 2000
0

1000

2000

3000

4000

5000

6000

7000
Million Tons

Source: ORNL, BP Amoco

Figure 5–3. World Carbon Emissions from 
Fossil Fuel Burning, 1751–1999

Carbon Dioxide Concentration

Temperature Change
-10

-8

-6

-4

-2

0

2

4

420 360 300 240 180 120 60 Today

Parts per Million Volume

Source: ORNL, Scripps

Degrees Celsius

0

100

200

300

400

Thousand Years Ago

Figure 5–4. Atmospheric Carbon Dioxide 
Concentration and Temperature Change,

420,000 Years Ago–Present



DECARBONIZING THE ENERGY ECONOMY

The observed surface temperature rise is
actually smaller than that projected by cli-
mate models—a “missing warming” is
believed to be taking place in oceans, which
have warmed dramatically during the last
four decades. The oceanic heat storage—
half of which, surprisingly, has taken place
in deep water—implies that more atmos-
pheric warming lies ahead, as increases in
ocean temperature have generally preceded
increases in atmospheric temperatures by
approximately one decade. James Hansen
of Goddard estimates that, because of this
ocean-induced delay, surface temperatures
will rise 0.5 degrees Celsius over the next
century even if greenhouse gas concentra-
tions are stabilized immediately.12

In a June 2000 article in the Proceedings
of the National Academy of Sciences, Hansen
and his colleagues present “an alternative
scenario” that combines the reduction of
non-CO2 greenhouse gases and aerosols
such as sulfates with success in slowing car-
bon emissions growth over the next 50
years. They note that these other gases have
mainly driven the rapid warming of recent
decades, and suggest that, because their
growth rates have declined in the last
decade, it may be more practical to focus on
them rather than on carbon. The authors
add, however, that the “climate forcing” by
CO2 remains by far the largest of any single
natural or human factor, accounting for just
under half of the human-made warming
since 1850. They also point out that carbon
dioxide will become even more dominant as
a greenhouse gas as emissions of sulfur
dioxide—aerosols that cause a temporary
cooling—are reduced. “This interpreta-
tion,” they assert, “does not alter the desir-
ability of limiting CO2 emissions.”13

The Intergovernmental Panel on Climate
Change (IPCC), a U.N.-designated body of
more than 2,000 scientists, has projected a

wide range of adverse impacts resulting from
a doubling of pre-industrial atmospheric
CO2 concentrations, including sea level rise
and coastal inundation, more frequent and
intense weather extremes, stresses on water
and agricultural systems, changing migra-
tion patterns and loss of biodiversity, and
greater prevalence of infectious diseases.
Perhaps the strongest agreement with IPCC
climate models to date has been evidence of
accelerated polar warming and diminishing
sea ice and ice sheets in the northern hemi-
sphere. Submarine probes suggest Arctic ice
thickness has declined by 42 percent since
the 1950s, and Norwegian researchers esti-
mate that Arctic summers may be ice-free by
2050. Airborne surveys indicate that the
Greenland Ice Sheet is losing 51 cubic kilo-
meters of volume each year; complete loss of
the sheet would raise sea level 7 meters.
Such large influxes of fresh water could
induce a slowdown of oceanic heat circula-
tion, which has in the past led to abrupt
cooling in the north Atlantic region.14

The IPCC has developed a new set of
scenarios that explore how changes in
demographics, social and economic devel-
opment, and technology may affect future
emissions of carbon dioxide and other
greenhouse gases. In the six groups of sce-
narios, annual carbon emissions from fossil
fuel combustion range from 9 billion to
12.1 billion tons in 2020; from 11.2 billion
to 23.1 billion tons in 2050; and from 4.3
billion to 30.3 billion tons in 2100. These
scenarios yield cumulative fossil fuel–related
carbon dioxide emissions by 2100 spanning
from 983 billion to 2.2 trillion tons.15
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Tom Wigley of the U.S. National Center
for Atmospheric Research estimates that
these scenarios would lead to CO2 levels of
558 to 825 ppmv by 2100—a doubling to
tripling of pre-industrial levels. Mean sur-
face temperature would increase by 1.9–2.9
degrees Celsius—three to five times the
warming rate of the past century. Average
sea level would rise by 46–58 centimeters—
two to four times the rise of the last hun-
dred years. These changes are influenced by
all greenhouse gases but dominated by
CO2, which accounts for 66–74 percent of
the warming.16

The Hadley Centre for Climate Predic-
tion and Research, with the U.K. Meteoro-
logical Office, has produced scenarios
suggesting that stabilizing CO2 levels at a
doubling of preindustrial levels (roughly
550 ppmv) would reduce the magnitude
of—and in some cases avoid—serious
impacts in many regions. By contrast,
uncontrolled emissions would raise the tem-
perature by 3 degrees Celsius and the sea
level by 40 centimeters by 2080; cause sub-
stantial tropical forest and grassland dieback
in Latin America and Africa; subject an addi-
tional 3 billion people to water stress, pri-
marily in Africa, the Middle East, and India;
and increase the annual number of people
flooded from 13 million to 94 million, most
of them in southern and southeast Asia. Sig-
nificant rainforest loss and water resource
stress would still result from stabilizing CO2
at 750 ppmv, but would be avoided by a 550
ppmv stabilization.17

Although the objective of the U.N.
Framework Convention on Climate Change
is to stabilize atmospheric concentrations of
CO2 and other greenhouse gases at levels
that will avoid “dangerous anthropogenic
interference with the climate system,” scien-
tists have not reached a consensus on the
stabilization level that would meet this

objective. Because a doubling of CO2
would entail serious dislocations, the IPCC
has also considered a more aggressive stabi-
lization target of 450 ppmv. According to
the panel, achieving this goal would require
cutting carbon emissions by roughly 60–70
percent—to about 2.5 billion tons annual-
ly—by 2100, and eventually down to less
than 2 billion tons per year. These deep
reductions imply the need for an aggressive
strategy to accelerate the decoupling of car-
bon emissions and economic output. Like
the carbon cycle itself, such a strategy would
have four major components: switching to
lower-carbon fossil fuels, improving energy
intensity, increasing reliance on renewable
energy, and developing an infrastructure for
the use of hydrogen as an energy carrier.18

From Solid to Liquid to Gas
In 1850, wood accounted for nearly 90 per-
cent of world energy use, but its share fell
steadily and was surpassed by that of coal in
the 1890s, when both accounted for rough-
ly half of the global total. Coal’s piece of the
world energy pie expanded to about 60 per-
cent in the 1910s and then shrank, but the
fuel remained dominant until the 1960s,
when it was displaced by petroleum as the
leading source. And 1999 witnessed anoth-
er milestone in the late fossil fuel era, with
natural gas use moving past that of coal for
the first time. (See Figure 5–5.) Today, these
fuels supply roughly three quarters of world
energy, with respective shares of 32, 22, and
21 percent for oil, natural gas, and coal.19

As noted earlier, this gradual move from
solids to liquids to gases has resulted in the
use of fuels with a lower carbon content.
Since 1860, the amount of carbon per unit
of energy has decreased by roughly 0.3 per-
cent a year, a rate that is moving in the right
direction but that scientists have recom-
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mended be doubled or tripled to safely sta-
bilize the climate. Partially driving the
recent drop in carbon intensity has been a
decline in worldwide use of coal, which is
the most carbon-intensive fossil fuel and
accounts for 36 percent of energy-related
carbon emissions. Presently at its lowest
point since 1985, coal consumption had an
average annual growth rate of –0.6 percent
in the 1990s. Usage dropped 7.3 percent
just between 1997 and 1999.20

Half of global coal consumption takes
place in the United States and China. The
United States, with a 26-percent share, saw
an 11-percent increase during the past
decade. Much of this is due to increased
burning of cheap coal in old power plants,
some of it illegal, by utilities anticipating
industry deregulation. China, in contrast,
with 24 percent of world use, experienced 
a 4-percent drop over the decade and a 
25-percent decline between 1997 and
1999. This has been attributed to reduc-
tions in coal production subsidies, a steep
drop in demand for industry due to closings
of inefficient state-owned industries, and
shifts to natural gas for residential cooking
and heating.21

Outside the two coal superpowers,
consumption trends have varied
widely. Usage dropped 24 percent in
Europe in the 1990s and 44 percent
in the former Eastern bloc, mostly
due to subsidy cuts in the United
Kingdom and Russia. In the Asia-
Pacific region, India and Japan saw
increases of 29 and 17 percent,
respectively. South Africa and Aus-
tralia, which together account for 6
percent of coal use, registered
increases of 15 percent each.22

Use of oil, which contains 23 per-
cent less carbon per unit of energy
than coal and accounts for some 43
percent of energy-related carbon

emissions, is still growing, although more
slowly than in the postwar era. World oil
consumption grew by about 1.2 percent on
average each year during the 1990s. More
than a quarter of global petroleum use
occurs in the United States, which boosted
use by 11 percent in the last decade. Japan,
with an 8-percent share, increased oil use by
4 percent, while China, with a 6-percent
share, raised consumption by 45 percent.
Russia, accounting for 4 percent of world
oil use, halved its consumption in the
1990s.23

The Asia-Pacific region has experienced
the most rapid recent growth in petroleum
use, with a 42-percent increase in the past
decade. South Korea roughly doubled oil
use during this period, while India had a
64-percent increase. Exploding use of
motor vehicles with internal combustion
engines in these countries is driving these
jumps, just as steam turbine–powered rail-
roads fueled coal use in an earlier stage of
the fossil energy era.24

Natural gas—which accounts for 21 per-
cent of energy-related carbon emissions,
and on a per-energy unit basis releases 28
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percent less carbon than oil and 44 percent
less than coal—is now the fastest growing
of the three fossil fuels. Consumption of
natural gas averaged an annual growth rate
of 1.9 percent during the 1990s. In indus-
trial nations, natural gas has become the
fuel of choice in turbines for power genera-
tion, replacing coal. The United States, the
leading consumer with a 27-percent share
of the global total, expanded consumption
by 14 percent in the 1990s. Europe, with a
20-percent share, saw consumption rise by
34 percent. Leading this trend was a “dash
for gas” in the United Kingdom—a 75-per-
cent increase enabled by the removal of
subsidies to the coal industry.25

Natural use has declined, on the other
hand, in former Eastern bloc nations, which
use close to a quarter of the world total but
where economic troubles have dramatically
slowed exploitation of the region’s reserves.
Collectively these countries saw gas con-
sumption fall 19 percent in the 1990s, with
the dominant user, Russia, experiencing a
13-percent drop. Ukraine, another major
consumer, saw consumption plummet 43
percent.26

Developing regions have been the major
contributors to recent growth in natural gas
use, though they still account for only a
quarter of the world total. Central and
South America—sites of some of the most
recently discovered reserves—have boosted
use by 58 percent over the last 10 years,
with the largest increases occurring in
Argentina and Venezuela. The Middle East
raised consumption by 85 percent, with

Iran and the United Arab Emirates dou-
bling use. In the Asia-Pacific region, con-
sumption has swollen 70 percent; India and
Malaysia have doubled use, Taiwan and
Thailand have tripled use, and South Korea
has quintupled consumption. As in indus-
trial nations, growing reliance on gas tur-
bines for power generation is the main
factor in this trend, which may in turn be
contributing to coal’s slowing growth.27

Looking ahead, future policies to reduce
carbon emissions may significantly affect
fossil fuel markets. A near-term scenario by
the Oxford Institute for Energy Studies
sketches the effect on fossil fuels of the
Kyoto Protocol, which commits industrial
and former Eastern bloc nations to bring
greenhouse gas emissions to 5 percent
below 1990 levels by 2008–12. The study,
Fossil Fuels in a Changing Climate, assumes
that virtually all countries achieve their 
targets primarily through domestic action
with carbon/energy taxes, voluntary mea-
sures from industry, and energy efficiency
policies. By 2010, coal production is cut
4.4 percent from a “business-as-usual” 
trajectory, natural gas by 4 percent, and oil
by 3 percent.28

Fossil fuel use is affected more in six long-
term scenarios constructed by IIASA and
the World Energy Council (WEC) in their
book Global Energy Perspectives. In all the
scenarios, which use vantage points of 2050
and 2100, “the peak of the fossil era has
passed.” In two ecologically driven scenar-
ios, the global energy shares of natural gas,
oil, and coal decline to roughly 11, 6, and 3
percent by 2100, and the overall fossil fuel
portion to below 20 percent—the share
some 140 years ago. Absolute consumption
eventually declines for all three, lowering
annual carbon emissions to 2 billion tons by
2100 and stabilizing atmospheric CO2 levels
at 450 ppmv. This scenario is predicated on

State of the World 2001

90

Globally, fossil fuel subsidies total
more than $120 billion a year,
with natural gas receiving the
least support.



DECARBONIZING THE ENERGY ECONOMY

“ambitious policy measures” that accelerate
energy efficiency improvements and pro-
mote environmentally benign, decentralized
energy technologies.29

Subsidy removal and carbon taxes are the
most ambitious ways to hasten the transi-
tion to and beyond lower-carbon fossil
fuels. Globally, fossil fuel subsidies—price
supports, favorable tax rates, direct financial
aid—now total more than $120 billion a
year, with the lowest-carbon fuel (natural
gas) receiving the least support. These sub-
sidies can be redirected to social programs,
such as worker retraining for affected indus-
tries. Similarly, carbon tax revenues can be
used to reduce taxes on wages and employ-
ment to minimize negative economic
impacts. Six countries—Denmark, Finland,
Italy, the Netherlands, Norway, and Swe-
den—have implemented carbon taxes to
date, while several others are considering
them.30

Improving Energy Intensity
Another important element of decarboniza-
tion is reducing energy intensity, the amount
of energy required per unit of economic out-
put. Since the Industrial Revolution,
energy intensity has averaged annual
improvements of 1–2 percent. This
has been responsible for roughly two
thirds of carbon intensity reductions
since 1950, with the remaining third
due to fuel switching. In the United
States, one unit of gross domestic
product (GDP) requires less than one
fifth as much energy as two centuries
ago. Between 1973 and 1986, U.S.
energy consumption remained level
while the gross national product rose
over 35 percent, although intensity
gains have since slackened.31

Energy intensities have generally

declined over time for a number of reasons.
These include technical efficiency improve-
ments in power plants and appliances,
structural economic shifts to less energy-
intensive activities, and changing patterns
of energy use and lifestyles. But national 
circumstances and history are also impor-
tant. Differences in energy resources, popu-
lation density, and land area go far in
explaining, for example, why Australia has a
much higher energy and carbon intensity
than Japan. Industrial-nation energy and
carbon intensities have fallen over the last
two decades, due to energy efficiency
improvements, although these gains have
recently slowed with plateaus in automobile
efficiency and low fossil fuel prices. (See
Figure 5–6.)32

As with fossil fuel use, patterns of energy
intensity vary regionally. Much of this is due
to differing economic structures: as nations
move from industrial to “post-industrial”
or service economies, energy use tends to
rise at a slower rate or to fall. Scientists have
also observed a correlation between rising
incomes and falling energy intensity, as
more-efficient technologies become avail-
able at higher income levels. The energy
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intensity paths of many of today’s
developing countries resemble those
of industrial nations at low levels of
per capita income. Most of these
nations experience a surge in energy
intensity as they begin to industrial-
ize, as did China in the 1970s, paral-
leling India in the 1960s and the
United States in the first decade of
last century.33

China’s experience since the late
1970s demonstrates the opportunity
to make major energy intensity
strides. As part of the move toward a
more market-oriented economy, the
government enacted an ambitious
set of energy efficiency policies—creating
corporations that focused investments on
equipment upgrades and efficiency in new
construction, building and appliance effi-
ciency standards, and energy conservation
centers. As a result, energy demand growth
rates have been cut to half the rate of 
economic growth. Had Chinese energy
intensities remained at 1980 levels, by now
the nation would be emitting as much car-
bon as the United States does. Instead,
China now has carbon intensities below the
U.S. level, as do India and Brazil. (See Fig-
ure 5–7.)34

Although energy use has fallen sharply in
former Eastern bloc nations over the past
decade, steeper drops in economic output
have pushed the region’s carbon intensity
upward, with the exception of Kazakhstan.
(See Figure 5–8.) As its economy recovers,
the region is projected to halve its energy
intensity over the next 20 years—albeit to
levels that will still be two to five times
higher than in developing and industrial
countries.35

Industrial nations are expected to aver-
age annual improvements of 1.1 percent,
compared with 1.3 percent since 1970. A

1-percent annual improvement is also pro-
jected for developing nations, though
national trends may vary widely. In general,
the faster the economic growth and
turnover of capital and equipment, the
greater the energy intensity improvements.
Gains are thus expected to be largest in
countries with currently high intensities
that are experiencing rapid economic
growth and capital turnover.36

Opportunities for deploying energy-effi-
cient technologies in buildings, transporta-
tion, and industry are significant. Buildings
account for roughly 36 percent of energy
use and have lifetimes ranging from five to
eight decades, meaning that delays in
improving efficiency will lock in waste for
many years. It is estimated that improved
building designs and wider use of appliances
that are already available could cut industri-
al-nation energy consumption in half; even
greater savings are possible in other regions.
Policies that can help overcome barriers to
efficiency investments in buildings and
appliances include mandatory codes and
standards, financial incentives, and design
competitions. Current U.S. mandatory
appliance standards are projected to save
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more than $160 billion and 60 million tons
of carbon by 2010: the average electricity
use of a refrigerator today is one third what
it was in 1974. Brazil, China, Mexico, and
South Korea are among those working to
develop similar codes and standards.37

One quarter of world energy use goes to
transportation, 70 percent of it in industri-
al nations. The failure to strengthen fuel
economy standards has caused efficiency to
level off in the United States, while most
emerging automobile markets use highly
inefficient engines. Considerable potential
exists for improving the fuel economy of
the existing internal combustion model and
for introducing far more efficient hybrid-
electric cars. The recent hybrids introduced
by Toyota and Honda achieve 48–64 miles
per gallon, compared with the U.S. fleet
average of 27.5. Standards for manufactur-
ers and incentives for buyers can help put
these cars on the road, while fuel taxes can
encourage greater use of public transit. (See
Chapter 6.)38

Industry consumes close to 40 percent
of world energy, with half of this amount
coming from the production of energy-
intensive materials such as steel, chemicals,

cement, and paper. In transitional
and developing economies, indus-
try consumes more energy than do
buildings and transport, although
economic difficulties have recently
slowed growth in some of these
nations. Industrial energy use can
be cut in half or more through
more-efficient process technologies
such as electronic controls, heat-
recovery boilers, and motor drives
(which consume half to two thirds
of industrial power in Brazil, China,
and the United States). Industries
that use power on-site rely today on
steam turbines with electrical effi-

ciencies of 33 percent, but advanced gas
turbines offer 55 percent. By generating
power on-site in tandem with the steam and
heat used in production—a process known
as cogeneration—these turbines, along with
other “micro-power” devices such as
microturbines and Stirling engines, can
achieve overall efficiencies of 80 percent
and higher. Cogeneration is already a major
source of electricity in Europe, providing
30, 34, and 40 percent of the national totals
in the Netherlands, Finland, and Denmark,
respectively.39

Structural economic changes also offer
potential. As noted earlier, the gradual
move toward less energy-intensive, service-
based economies has considerably lowered
energy use in industrial nations. But the
impact of the information-based or “Inter-
net economy” is hotly debated. While some
commentators emphasize direct energy
increases through greater use of electronic
equipment, others argue that the Internet
will indirectly temper energy use by reduc-
ing the need for energy-intensive manufac-
turing, retail space, and transportation.40

Energy analyst Joseph Romm notes that
between 1996 and 1999, U.S. energy inten-
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sity fell by more than 3 percent a year, com-
pared with average annual rates of less than
1 percent in the previous 10 years. One third
of this change was structural—growth in ser-
vices and information technology—with the
remaining two thirds due to efficiency
improvements. Romm projects the growing
role of e-commerce will lead to U.S. energy
intensity gains averaging 1.5–2 percent
annually over the next 10 years. Further
improvements, however, will require new
policies to enhance energy efficiency.41

Beyond Fossil Fuels
“New” renewable energy sources are in the
position of petroleum about a century ago:
accounting for a fraction of of world ener-
gy, but gaining footholds in certain regions
and markets. It was concern about the
future of oil that initially sparked the first
modern wave of interest in renewable ener-
gy technologies in the 1970s and 1980s.
The dynamic growth phase that began in
the 1990s, however, features significant
technological improvements and is driven
in part by policies designed to address car-
bon emission reduction commitments.42

The most spectacular recent growth in
renewable energy use has occurred with
wind power, which averaged a 24-percent
annual increase in the 1990s and is now a
$4-billion industry. Advances in wind tur-
bine systems have dramatically lowered the
generation cost of wind power over the last
two decades, to the point where it is
becoming cost-competitive with fossil-fuel-
fired power generation in some regions.
But its strong market entry also owes much
to policy support, particularly electricity
“in-feed laws” in Europe that provide gen-
erous fixed payments to project developers.
Seven of the top 10 nations using wind
power are European.43

Solar photovoltaics (PVs), which convert
sunlight into electricity, have also witnessed
significant cost declines and market
growth—a 17-percent annual average dur-
ing the past decade. The global solar indus-
try is estimated at $2.2 billion; BP
Solar—the leading manufacturer, with a 20-
percent share of the world market and esti-
mated annual revenues of $200 million—
has its cells in use in more than 150 coun-
tries and manufacturing facilities in the
United States, Spain, India, and Australia.
The PV market is experiencing a shift from
primarily off-grid uses to grid-connected
applications, which are the fastest-growing
sector due to subsidy programs in Japan,
Germany, and the United States. Also
poised for growth is the off-grid rural mar-
ket in developing nations, which is forecast
to expand more than fivefold over the next
10 years.44

Hydropower, geothermal power, and
biomass energy have experienced slower
but steady growth over the last decade,
ranging from 1 to 4 percent annually.
Increasingly, new hydropower systems in
North America and East Asia are oriented
toward small-scale applications. Geother-
mal power is on the rise in parts of Asia-
Pacific and Latin America. Use of biomass
energy—primarily agricultural and forestry
residues—which accounts for as much as 14
percent of world energy and has both resi-
dential and commercial uses, is benefiting
from modern applications in turbines and
factories. Less-established technologies,
such as harnessing wave and tidal energy,
may yet prove viable.45

Several recent publications have explored
the possibility of renewable energy provid-
ing a significant share of world energy by
mid-century. In the Shell Group Planning
“Sustained Growth” scenario, renewables
first capture niche markets and “by 2020
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become fully competitive with convention-
al energy sources.” Solar PV technologies
experience cost reductions similar to those
for oil in the 1890s, and between 2020 and
2030 developing countries turn aggressive-
ly to renewable energy.46

During the next two decades, in the Shell
study forecast, these technologies become
widely commercial as fossil fuels plateau,
with wind, biomass, and solar PVs achieving
market penetration rates analogous to those
of coal, oil, and gas in the past. By 2050,
over 50 percent of primary energy supply
comes from renewables, with 10 sources
each holding a market share of 5–15 per-
cent. The company responded to its own
scenario by establishing in 1997 a Shell
Renewables core business, which has ear-
marked $500 million over five years and has
projects under way in solar, biomass, and
wind energy in Europe, South America, the
Middle East, Africa, and the Asia Pacific.47

Renewable energy is prominent in other
studies as well. The IIASA/WEC ecologi-
cally driven scenarios show renewables
reaching a 40-percent share in 2050 and 80
percent in 2100. They note a “changing
geography of renewables,” as developing
nations take a leadership role in harnessing
the resources by the 2020s and account for
two thirds of renewable energy use by
2050. In Bending the Curve: Toward Glob-
al Sustainability, the Stockholm Environ-
ment Institute (SEI) describes a 25-percent
renewables scenario that “requires neither
heroic technological assumptions nor eco-
nomic disruption.” Renewables promotion
may, it argues, further the goals of econom-
ic development and job stimulation; the
primary constraints to achieving the energy
goal are institutional and political.48

The SEI study lays out specific policies
that could make its scenario a reality. Car-
bon taxes are coupled with reductions in

other levies, as in the tax shifts of several
European countries. Fossil fuel subsidies are
phased out. New financing initiatives and
economic incentives spur investment in
renewable technologies. Expanded research,
development, and demonstration create
new technologies. Better information,
capacity building, and institutional frame-
works overcome barriers to investing in
renewables. And global initiatives to trans-
fer technologies and know-how make these
sources the foundation of developing
nations’ energy economies.49

A common question in discussions of the
long-term role of renewable energy is
whether these resources could conceivably
meet worldwide energy requirements. Bent
SØrensen at the Roskilde University in Den-
mark has delved into this question, using an
array of economic, population, and energy
data and projections to create scenarios that
consider whether solar, wind, biomass,
geothermal, and hydropower collectively
could meet global energy demand by 2050.
His scenarios achieve near-zero carbon
emissions, and are more expensive than the
current system only when environmental
costs are neglected.50

The Roskilde study concludes that a
combination of dispersed and more central-
ized applications—placing solar PVs and
fuel cells in buildings and vehicles, and
wind turbines adjacent to buildings and on
farmland, plus a number of larger solar
arrays, offshore wind parks, hydro installa-
tions—would create a “robust” system
capable of meeting the world’s entire ener-
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gy demand. But the study also stresses that
significant additional technological and pol-
icy development would be required to real-
ize the scenario.

The policy preconditions for a wholesale
shift to renewable energy include a mix of
free market competition and regulation,
with environmental taxes correcting mar-
ketplace distortions; temporary subsidies to
support the market entry of renewables;
and the removal of hidden subsidies to con-
ventional sources. Taxes would need to be
synchronized internationally to avoid dif-
ferential treatment of energy sources
among countries, and to be adjusted if the
market does not respond enough to the ini-
tial price change. And the energy transition
would have to be kept on course by contin-
uous “goal-setting” and monitoring.51

In fact, the European Union (EU) has
already established a target for renewables
of 12 percent of total energy by 2010.
National goals in Germany and Denmark
have helped stimulate rapid wind power
development that has in turn led to more
ambitious goals. The Danish company
BTM Consult, which projects that wind
power could supply 10 percent of global
electricity by 2020, argues that nations
should set wind-specific goals, backed up by
legally enforced mechanisms such as those
now popular in Europe. The United States
aims to increase wind power’s share of elec-
tricity to 10 percent by 2010—compared
with about 0.1 percent today—but it has
yet to provide such policy support.52

One of the variables shaping how fast an
energy economy based on renewable
resources emerges is the extent to which
storage systems are developed that can 
harness the intermittent flows of these
sources and store them for later use. Viable
energy storage is essential for turning
renewables into mainstream sources, and

engineers have experimented with a long
list of candidates, including batteries, fly-
wheels, superconductors, ultracapacitors,
pumped hydropower, and compressed gas.
But the most versatile energy storage sys-
tem, and the best “energy carrier,” is
hydrogen.53

Entering the Hydrogen Age
The ultimate step in the decarbonization
process is the production and use of pure
hydrogen. As noted earlier, the gradual dis-
placement of carbon by hydrogen in energy
sources is well under way. Between 1860
and 1990, the ratio of hydrogen to carbon
in the world energy mix increased more
than sixfold.54

Hydrogen—the universe’s lightest and
most abundant element—is known most
commonly for its use as a rocket fuel. It is
produced today primarily from the steam
reformation of natural gas for a variety of
industrial applications, such as the produc-
tion of fertilizers, resins, plastics, and sol-
vents. Hydrogen is transported by rail,
truck, and pipeline and stored in liquid or
gaseous form. Though it costs considerably
more to produce than petroleum today, the
prospect of hydrogen becoming a major
carrier of energy has been revived due to
advances in another space-age technology:
the fuel cell.55

An electrochemical device that combines
hydrogen and oxygen to produce electricity
and water, the fuel cell was first used wide-
ly in the U.S. space program and later in a
number of defense applications such as sub-
marines and jeeps. While these cells were
traditionally bulky and expensive, technical
advances and size and cost reductions have
sparked interest in using them in place of
internal combustion engines (ICEs), central
power plants, and even portable electronics.
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Their initial costs are several times higher
than these conventional systems, but are
anticipated to drop sharply with mass 
production.56

Fuel cells are nearing the market for both
stationary and transportation uses. Ballard
Power Systems and FuelCell Energy plan to
deliver their first commercial 250-kilowatt
units in 2001. DaimlerChrysler, which is
devoting $1.5 billion to fuel cell efforts
over the next several years, aims to sell
20–30 of its fuel cell buses to transit systems
in Europe by 2002, and to mass-produce
100,000 fuel cell cars and begin selling
them by 2004. Toyota and Honda have set
2003 commercialization dates for their fuel
cell vehicles.57

An important stimulus of the fuel cell
market has been the state of California’s
requirement that 2 percent of new cars sold
in 2003 be zero-emissions vehicles. The
mandate has spurred new fuel cell invest-
ments and collaborations. The California
Fuel Cell Partnership, composed of major
car manufacturers, energy companies, and
government agencies, intends to test 70
fuel cell vehicles by 2003, with energy com-
panies delivering hydrogen and other fuels
to refueling stations. In November 2000,
the partnership unveiled its headquarters,
which includes a refueling station and pub-
lic education center, and the first fleet of
vehicles in Sacramento.58

Another region at the vanguard of the
hydrogen transition is Iceland, where in
February 1999 a $1-million joint venture
to create the world’s first hydrogen econo-
my was launched by the government and
other Icelandic institutions, Daimler-
Chrysler, Shell Hydrogen, and Norsk
Hydro. The joint venture, Icelandic New
Energy, emerged from a parliament-
appointed study commission that recom-
mended the initiative; it is now official

government policy to promote the
increased use of renewable resources—
geothermal and hydroelectric resources
provide 70 percent of the nation’s energy—
to produce hydrogen. The strategy is to
begin with buses, followed by passenger
cars and fishing vessels, with the goal of
completing the transition between 2030
and 2040.59

Hydrogen-powered buses are a logical
first step because they can handle larger and
heavier fuel cells and do not need to be
refueled as often. Ballard has demonstrated
fuel cell transit buses in Vancouver and
Chicago, running on compressed hydrogen
gas stored in tanks onboard the vehicles.
Hydrogen refueling stations for buses and
vans are also appearing in Germany, in the
Munich airport and Hamburg, although
these will initially supply vehicles with ICEs
that use the fuel directly. The Hamburg sta-
tion intends to eventually import hydrogen
from Iceland.60

The introduction of fuel cell cars faces
three tough technical challenges: integrat-
ing small, inexpensive, and efficient fuel
cells into the vehicles; designing tanks that
can store hydrogen onboard; and develop-
ing a hydrogen refueling infrastructure.
The design issue is being overcome by
improvements in power density and
reduced platinum requirements. The stor-
age issue is being addressed through vehicle
efficiency gains, tank redesign, and progress
in storage technologies such as carbon nan-
otubes and metal hydrides. Although the
direct hydrogen fuel cell vehicle is the sim-
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plest and most elegant approach, industry is
devoting substantial research to having cars
use onboard reformers that strip hydrogen
from gasoline, natural gas, or methanol.
From their perspective this approach may
appear preferable to spending the money
needed to develop a new refueling infra-
structure, but the economics and environ-
mental effects are less straightforward.61

Studies indicate that by the time a criti-
cal mass of infrastructure and vehicles are in
place, direct hydrogen will be more cost-
effective than onboard reformers.
Reformer-based fuel cell cars, furthermore,
are unlikely to achieve the environmental
performance of those using direct hydro-
gen. The Canada-based Pembina Institute,
comparing the “well-to-wheel” greenhouse
gas emissions of various hydrogen vehicle
production systems over 1,000 kilometers
of travel, found that reforming hydrogen
from hydrocarbon fuels does provide an
improvement over a gasoline-powered
internal combustion engine, but the
improvement varies widely, depending on
the fuel. Gasoline and methanol, which are
the preferred fuels for many transport and
energy companies, offered the least
improvement, with reductions of 22–35
percent. The hydrocarbon demonstrating
the greatest climate benefits—natural gas,
whose life-cycle emissions were 68–72 per-
cent below that of the gasoline ICE—has
been relatively ignored by industry.62

One near-term solution to the “chicken-
and-egg” infrastructure problem in many
countries would be to use small-scale natur-
al gas reformers at fueling stations, relying
on existing natural gas pipelines to distribute
the fuel. Marc Jensen and Marc Ross of the
University of Michigan estimate that build-
ing 10,000 such stations—covering 10–15
percent of U.S. filling stations—would be
enough to motivate vehicle manufacturers

to pursue mass production of direct hydro-
gen fuel cell vehicles. This would require
$3–15 billion in capital investment, which
“can be weighed against the social and envi-
ronmental benefits that will be gained as a
fleet of hydrogen fueled vehicles grows.”
Ultimately, hundreds of billions of dollars
will need to be invested over decades in a
network of underground pipelines engi-
neered specifically for hydrogen.63

While natural gas is currently the most
common source of hydrogen, and the
reformation of coal and oil is also being
explored, renewable energy sources are like-
ly to eventually produce hydrogen most
economically. Electrolysis of water can con-
vert solar and wind energy into hydrogen;
scientists have recently boosted the efficien-
cy of solar-powered hydrogen extraction by
50 percent. Biomass can be gasified to 
produce the fuel. Other potential renew-
able hydrogen sources include photolysis—
the splitting of water with direct
sunlight—and common algae, which pro-
duces hydrogen when deprived of sunlight.
Coupling renewable energy systems with
hydrogen will address their inherent inter-
mittency and easily meet energy demand,
provided there are continued technical
advances and cost reductions in fuel cells
and electrolyzers.64

Wise decisions made in today’s early
hydrogen economy could yield enormous
economic and environmental benefits.
Wrong turns toward an interim infrastruc-
ture, on the other hand, could strand mil-
lions of dollars in financial assets, lock in
fleets of obsolete fuel cell cars, and add mil-
lions of extra tons of carbon emissions.
There is an appropriate role for govern-
ments to play in collaborating with trans-
port and energy companies to develop a
direct hydrogen infrastructure through
greater research into storage technologies

State of the World 2001

98



DECARBONIZING THE ENERGY ECONOMY

and the identification of barriers and strate-
gies to surmount them. A January 2000
report from the U.S. National Renewable
Energy Laboratory concluded that “there
are no technical showstoppers to imple-
menting a near-term hydrogen fuel infra-
structure for direct hydrogen fuel cell
vehicles.” The study did, though, point out
engineering challenges and institutional
issues, such as the need for codes and stan-
dards for hydrogen use.65

If governments and industries can come
up with forward-looking roadmaps, opti-
mistic scenarios for hydrogen may material-
ize. In the Oxford Institute’s Kyoto
scenario, hydrogen becomes more compet-
itive due to emissions policies that cause oil
prices to rise, undercutting oil supply and
reaching production of 3.2 million barrels
per day of oil equivalent by 2010, and 9.5
million barrels by 2020. In their 1999 book
The Long Boom, former Shell executive
Peter Schwartz and colleagues describe a
scenario in which fuel cells have displaced
the internal combustion engine within two
decades, and “by 2050 the world is running
on hydrogen, or close enough to call it the
Hydrogen Age”—with climate change con-
cerns a major driver of the transition.66

Deliberate Decarbonization
A wider understanding of the progressive
squeezing of carbon from the energy econ-
omy could help resolve differences in the
international climate debate. There is little
dispute among economists, for example,
that international emissions trading—the
buying and selling of greenhouse gas cred-
its among nations and companies to meet
abatement goals—could lower the overall
cost of reducing emissions. There is con-
cern among a number of analysts and politi-
cians, however, that some nations will reach

their targets primarily by purchasing credits
from other nations with large emissions sur-
pluses—due to relatively lax Kyoto tar-
gets—rather than by seizing domestic
carbon-cutting opportunities. One solution
might be to encourage nations taking part
in an international emissions trading regime
to implement a set of “structural decar-
bonization” policies—such as fossil fuel
subsidy removal, carbon taxation, energy
efficiency standards, voluntary covenants
with industry, and incentives for renewable
energy.67

Greater dialogue on decarbonization
policies can improve their design. Partici-
pants in “best practices” workshops hosted
by the Climate Change Secretariat have
concluded that comprehensive strategies
are needed that use a mix of policies and
measures across all sectors. While European
nations appear to have the most progressive
policies, even these have had limited effect.
In a review of programs in five EU member
states, former U.K. environment secretary
John Gummer illustrated that only his
home nation is on track to meet its Kyoto
target. Gummer contends that the EU will
only meet its goal if member states rely
more on eco-taxes, voluntary agreements
with industry, and efforts to increase use of
renewable energy and cogeneration.68

One obstacle to the adoption of new cli-
mate policies is that modeling estimates of
their economic impact range widely, from
substantial savings to dire losses. John
Weyant of Stanford University notes that
several key variables account for the major-
ity of these differences: the extent to which
energy price rises stimulate the develop-
ment of low-emission technologies and
changes in consumption patterns; the
expected emissions path under current poli-
cies; the type of policy regime adopted; and
whether the benefits of avoided climate
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impacts are accounted for. These varying
assumptions can lead to a 10-fold difference
in cost projections for an individual
model.69

Some governments are striving to surpass
Kyoto goals and take a longer-term perspec-
tive. The United Kingdom has a goal of cut-
ting its carbon emissions to 20 percent
below 1990 levels by 2010. In March 2000,
the government unveiled a new package of
policies including a climate change levy,
negotiated agreements with energy-inten-
sive sectors and car manufacturers, and a
requirement that electricity suppliers gener-
ate at least 10 percent of their power with
renewable energy sources. An expert com-
mittee appointed by the Swedish govern-
ment has looked even further ahead and
mapped out a long-term national strategy
for halving greenhouse gas emissions by
2050. Key parts of the plan include tighter
efficiency regulations for housing, industry,
and offices; the introduction of a car tax; and
the expansion of subsidies for wind power.70

Decarbonization may be an especially
useful concept for developing countries. As
experience with industrial nations has
shown, emission “baselines”—the starting
point against which trends are measured—
using net emissions can be highly problem-
atic because they are subject to changes in
economic growth rates. This is even more
so for developing nations, where emissions
trends have been volatile in recent years. A
1999 U.N. Development Programme
(UNDP) study asserts that “baselines con-
structed using carbon emissions per unit
GDP. . . tend to be less variable and less
subject to factors beyond the control of
policymakers, and are thus a better indica-
tor of whether a country is continuing to
make progress in de-coupling emissions
from economic development.”71

The UNDP study, which contains case

studies of Argentina, Brazil, China, India,
Mexico, and several African nations, finds
that these countries are slowing emissions
growth through a range of policies adopted
more for their social, economic, and envi-
ronmental benefits—energy savings, lower
air pollution, reduced oil imports—than for
their carbon cuts. This suggests a seeming-
ly counterintuitive lesson for all nations:
that it may be easier to implement decar-
bonization policies when their non-climate
benefits are emphasized.72

Decarbonization implies major change
in international institutions such as the
World Bank and export credit agencies.
During the 1990s, the latter funded up to
$100 billion in energy and carbon-intensive
activities in developing countries. But
reforms are under way: the Bank is setting
up a Prototype Carbon Fund that will sup-
port the Clean Development Mechanism
established under the Kyoto Protocol to
steer public and private capital to carbon-
saving projects in developing nations.73

The decarbonization challenge is rising
on the radar of business executives. In
March 2000, participants at the World Eco-
nomic Forum in Davos voted climate
change as the most significant global prob-
lem they would face during the twenty-first
century, identifying it as an issue where
business as well as government must play
more of a leadership role. The hunt for car-
bon savings may become a major new
source of competitive advantage, as compa-
nies that adopt energy-saving practices and
develop low or no-carbon technologies
gain an edge in the marketplace.74

Kimberly O’Neill Packard and Forest
Reinhardt argue in the Harvard Business
Review that “business leaders need to
inform themselves about climate change and
think systematically about its effects on their
companies’ strategies, asset values, and
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investments.” They contrast the forward-
looking attitude of BP—whose CEO, John
Browne, believes that confronting the prob-
lem is unleashing creativity within his com-
pany—with the status-quo strategy of
ExxonMobil—which continues to challenge
the scientific evidence and attempt to slow
international negotiations The authors con-
clude that “companies that calculate the
risks and opportunities effectively—as they
would for any other part of the business—
will be able to survive the coming storms.”75

A first step for companies in identifying
decarbonization opportunities is to perform
inventories and report their carbon and
other greenhouse gas emissions, as national
governments have done. A study prepared
for the Pew Center on Global Climate
Change documents a growing trend toward
corporate reporting of carbon and other
greenhouse gas emissions. It notes that
beyond considerations of environmental
concerns and corporate citizenship, invento-
ries enable companies to identify ways to
enhance productivity and energy efficiency,
improve relations with stakeholders, take
advantage of emissions trading, and position
themselves to count their voluntary reduc-
tions when future regulations kick in.
Dupont has committed to reducing its
greenhouse gas emissions by 65 percent
between 1990 and 2010. Shell and BP aim
to cut emissions 10 percent below 1990 lev-
els by 2002 and 2010, respectively, and have
set up internal emission trading systems to
reach these goals most cost-effectively.76

Nongovernmental groups can be valu-
able partners in corporate climate efforts,
lending advice, legitimacy, and public over-
sight to the process. The U.S. group Envi-
ronmental Defense is partnering with BP,
Shell, Dupont, Alcan, and three other cor-
porations to measure and publicly report
their emissions and meet their internal tar-

gets. The World Resources Institute and
World Business Council for Sustainable
Development are working to develop inter-
nationally accepted standards for corporate
greenhouse gas emissions reporting.77

Joseph Romm’s Center for Energy and
Climate Solutions and the World Wildlife
Fund have launched a Climate Savers pro-
gram to help firms like IBM and Johnson
and Johnson implement corporate climate
strategies. Romm’s 1999 book, Cool Com-
panies, provides an overview of existing
efforts to cut carbon; many of these invest-
ments—building upgrades, industrial
process improvements, on-site cogenera-
tion—quickly pay for themselves through
productivity gains and energy savings. The
Pembina Institute has developed an online
database of success stories and information
on reducing greenhouse gas emissions not
only for industry and commerce, but also
for agriculture, public institutions, munici-
palities, and families and individuals.78

Decarbonization also merits greater
attention as an indicator of sustainability,
since political and business leaders are wary
of steps that might have negative effects on
economic growth. Lee Schipper of the Inter-
national Energy Agency observes that “the
goal is to widen the historical carbon/GDP
gap.” One avenue for mainstreaming this
indicator is the Pilot Environmental Sustain-
ability Index developed by the World Eco-
nomic Forum’s Global Leaders for
Tomorrow Task Force, which compares 58
nations on a range of variables. These
include total and per capita emissions of car-
bon and energy efficiency; adding a car-
bon/GDP indicator might be a logical next
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step in the further development of this
index. At the corporate level, the amount of
carbon emissions per unit of product is
another criterion by which companies could
be assessed and compared in the recently
created Dow Jones Sustainability Index.79

Finally, scientists could propose specific
goals for improving the carbon intensity of
the energy economy, and circulate their
proposals widely within the policymaking
community. A 1999 report from the U.S.
National Research Council, entitled Our
Common Journey: A Transition Toward Sus-
tainability, recommends a doubling of the
historical rate of improvement as a reason-
able goal. It has taken roughly 50 years to

reduce global carbon intensity from 250 to
150 tons per million dollars of output; dou-
bling this rate of improvement over the
next half-century—or sustaining the rate of
the past decade—would pull the ratio down
to 125 by 2007, to 100 by 2018, to 75 by
2032, and to 50 by 2052. A tripling of the
past half-century’s decarbonization rate
may eventually be necessary to achieve the
most ambitious CO2 stabilization goals, and
thus to potentially stave off some of the
more adverse impacts of climate change.
But a doubling would be an important first
step—and a measure of our progress on the
long journey toward a sustainable energy
economy.80
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31. Nakićenović, Grubler, and McDonald, op.
cit. note 19, 35–43; President’s Committee of
Advisors on Science and Technology (PCAST),
Federal Energy Research and Development for the
Challenges of the Twenty-First Century (Washing-
ton, DC: November 1997), 3-1–3-2.

State of the World 2001

227



NOTES, CHAPTER 5
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Every member of the talented Worldwatch
staff—along with legions of friends and col-
leagues from outside the Institute—had a
hand in producing this eighteenth edition
of State of the World. Writers, editors, mar-
keters, administrative support, librarians,
interns, reviewers, and funders all deserve
our sincere thanks.

We begin by acknowledging the founda-
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and Catherine T. MacArthur Foundation
and the United Nations Population Fund
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the Compton Foundation, the Geraldine
R. Dodge Foundation, the Ford
Foundation, the Richard and Rhoda
Goldman Fund, the William and Flora
Hewlett Foundation, the W. Alton Jones
Foundation, the Charles Stewart Mott
Foundation, the Curtis and Edith Munson
Foundation, the David and Lucile Packard
Foundation, the Summit Foundation, the
Turner Foundation, the Wallace Genetic
Foundation, the Weeden Foundation, the
Winslow Foundation, and the Wallace
Global Fund.

We are also grateful to the growing

numbers of individual donors who support
our work, including the 3,000-strong
Friends of Worldwatch—our enthusiastic
donors who are strongly committed to
Worldwatch and its efforts to contribute to
a sustainable world. And we are indebted to
the Institute’s Council of Sponsors, includ-
ing Tom and Cathy Crain, Roger and Vicki
Sant, Robert Wallace and Raisa Scriabine,
and Eckart Wintzen, for their strong
expression of confidence in our work
through their generous annual contribu-
tions of $50,000 or more.

In this year of transition, we are particu-
larly grateful to Board members Tom and
Cathy Crain and James and Deanna
Dehlsen, who provided leadership gifts of
$250,000 each to support the Institute’s
Second Generation Fund, a general sup-
port fund that is helping the Institute in its
capacity building efforts and in launching
its second generation initiatives. We also
want to thank the entire Board of Directors
for contributing additional support for the
Second Generation Fund.

The Institute was fortunate in 2000 to
recruit an unusually bright and productive
group of research interns who tenaciously
tracked down data and other vital informa-
tion from all over the world. Bryan
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Mignone ably compiled and analyzed sta-
tistical data for Chapter 5; Mike Montag
produced much of the extensive documen-
tation for data-rich Chapters 6 and 7; Ann
Hwang applied her expertise in chemistry,
and Danielle Nierenberg and Jennifer Silva
worked conscientiously on Chapter 2; and
David Ruppert cheerfully lent his abundant
energy to the research efforts for Chapters
1, 4, and 10. Keenly intelligent and good-
natured, each was a stimulating addition to
our summer staff.
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library staff. Research librarian Lori Brown,
office assistant Jonathan Guzman, and vol-
unteer assistant librarian Maya Johnson
track down books and articles with remark-
able efficiency, and help researchers to
manage the information from the myriad
newspapers, periodicals, reports, and books
that arrive at the Institute each day. We are
grateful for their patience with last-minute
rush requests.

Once the research and initial writing are
done, draft chapters are reviewed to ensure
that findings are accurate and clearly com-
municated. At the 2000 staff review meet-
ing in September, authors and interns were
joined by World Watch magazine staffers
Ed Ayres and Curtis Runyan, Worldwatch
alumnus John Young, and researchers Brian
Halweil and Michael Renner for a day of
reflection on the state of the chapters. The
authors are grateful for the excellent advice
they received on how to improve the drafts.
They also appreciate the inspired advice
and support of their research colleagues
Chris Bright and Anne Platt McGinn, who
were working on other projects this year. 

Experts from outside the Institute also
read portions of the manuscript with a crit-
ical eye. Typically these are global authori-
ties on our chapter topics, whose generous

gifts of time and expertise we greatly appre-
ciate. For their review comments, we are
particularly grateful to Eduardo Athayde,
Jesse Ausubel, Duncan Brack, Cynthia
Carey, Jennifer Clapp, James P. Collins,
Susan Cutter, Joseph Domagalski, Cheryl
Goodman, Robert Hamilton, Gavin
Hayman, Ailsa Holloway, Craig Hoover,
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advice and ideas of Bill Mansfield, who is
active in the international environmental
policy arena.

Linda Starke and Liz Doherty shepherd
the reworked chapters in the home stretch
of production. Linda massaged the work of
nearly a dozen authors into a harmonious
whole in this, her fortieth Worldwatch
Book. Liz gives our research a strong aes-
thetic appeal through artful formatting of
chapters and design of figures and tables.
Ritch Pope finalizes the production by
preparing the index.

Our communications staff works on 
several fronts to ensure that the State of 
the World message circulates widely beyond
our Washington offices. Early in the
research process, Mary Caron helped
researchers to think about media messages
that might emerge from their work. In her
work on press outreach, Mary was ably sup-
ported by the dependable efforts of Liz
Hopper. When Liz moved to Germany in
September, Niki Clark confidently assumed
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acknowledge the help we receive from
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Few places on Earth are as remote or pris-
tine as Greenland. Lying just south of the
North Pole between Scandinavia and
northern Canada, Greenland is largely
uninhabited and covered year-round by a
massive ice sheet that has built up through
millions of years of snowfall. With minimal
human habitation and few automobiles,
farms, or factories, Greenland would seem
to be insulated from the kind of ecological
damage that is so widespread in other parts
of the world.

It came as a surprise, therefore, when in
2000 a team of U.S. scientists discovered
that the vast Greenland ice sheet is melting.
The ice, which covers an area greater than
that of Mexico, contains enough water to
fill the Mediterranean Sea two thirds full. It
is estimated to be losing some 51 billion
cubic meters of water a year, a rate that
already approaches the annual flow of the
Nile River—accounting for 7 percent of the
observed annual rise in global sea levels. An
article in Science reports that if the entire
Greenland ice sheet were to melt, sea level
would rise 7 meters, or 23 feet.

Although the melting of Greenland’s ice
sheet received far less attention last year
than such events as the dramatic U.S. elec-
tion in November or the Sydney Olympic

Games, its long-run human significance is
far greater. Almost anywhere it is found on
Earth, from Himalayan glaciers to
Antarctica, ice is melting away—one of the
most striking signs of the rising global tem-
peratures that are caused by the burning of
billions of tons of fossil fuels each year.

If fossil fuel combustion were to contin-
ue at these levels or higher throughout the
new century—as it did during the last
one—virtually every natural system and
human economy would be at risk from ris-
ing seas, more severe storms, or more
intense droughts. A major scientific review
by the Intergovernmental Panel on Climate
Change in October 2000 concluded that
new evidence suggests the rate of warming
in this century could be even greater than
estimated by earlier studies.

Climate change is beginning to exacer-
bate the ecological decline that is provoked
by other environmental stresses. One of the
most worrisome examples of these danger-
ous synergies is found in the worldwide
decline of many species of frogs, salaman-
ders, and other Amphibia described by
Ashley Mattoon in Chapter 4 of this year’s
book—a global phenomenon that has a
multiplicity of underlying causes, ranging
from climate change to introduced diseases.
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And it is not just other species that are
suffering. The immense human toll from
the rising tide of natural disasters over the
last decade, described by Janet Abramovitz
in Chapter 7, is a powerful reminder that
human activities can dramatically alter nat-
ural processes, with unpredictable and
often catastrophic results. The economies
of Central America, for example, still have
not recovered from the devastation of
Hurricane Mitch in late 1998.

An indication of the scale of these
threats came in a report from scientists in
Indonesia just as this year’s State of the
World was going to press: half of the once
vast coral reefs that surrounded the world’s
largest archipelago have been destroyed—
apparently due to a combination of defor-
estation, marine pollution, and rising tem-
peratures. The decline of the reefs, which
account for 14 percent of the world’s
corals, threatens hundreds of millions of
dollars of revenue from fishing and tourism
that are needed to recover from Indonesia’s
worst financial crisis in a generation.
Maritime Affairs Minister Sarwono
Kusmaatmadja said the government was so
distracted by recent political and economic
crises that it had failed to protect a resource
that is key to Indonesia’s future.

Human-induced environmental change
far exceeds the natural pace of evolution, so
our species finds itself in a tight race to
adapt quickly enough to keep pace with the
environmental problems we are creating
with such abandon. We live in a period of
epoch change, but can we change in time?

Human Natures, a new book by
Stanford biologist Paul Ehrlich, argues that
in response to rapidly changing circum-
stances, human nature is now evolving
much more rapidly than our underlying
genetic makeup is. Technologies, institu-
tions, and even value systems are in rapid

flux due to accelerated cultural evolution.
In the final chapter of this State of the
World, Gary Gardner examines what it will
take to achieve the kind of change needed
to create an environmentally sustainable
society. His conclusion, after reviewing past
patterns of change, is that concerted efforts
could lead us to one of the most dramatic
periods of transformation the world has
ever seen.

These efforts will not succeed, however,
unless attempts to address environmental
problems are paralleled by equally hard
work to deal with the world’s social ills.
Many societies have seen inequality and
poverty rise in recent years. Increased
investment in health and education,
expanded access to credit, and greater
social and political rights for women are
among the keys to economic and environ-
mental progress in the years ahead.

Many chapters of State of the World 2001
focus on areas in which important change is
already under way. For example, in Chapter
9, Hilary French and Lisa Mastny discuss
initiatives to enhance the enforcement of
the array of environmental treaties agreed
to in recent decades. And in Chapter 6,
Molly Sheehan examines the growing inter-
est in innovative solutions to the trans-
portation problems that plague many parts
of the world today.

One of the biggest challenges in the new
century is stabilizing Earth’s climate, which
will require a nearly complete transforma-
tion of the world’s energy systems. This
monumental task now appears just a bit less
out of reach due to another icebreaking
development just a few hundred kilometers
to the east of Greenland. The tiny nation of
Iceland has launched plans to make itself a
pioneer developer of a twenty-first century
energy system that relies on renewable
energy rather than fossil fuels.
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As described by Seth Dunn in Chapter
5, Iceland’s goal is to use its abundant
geothermal energy and hydropower to pro-
duce hydrogen from seawater, relying on
the new fuel to run its factories, motor
vehicles, and fishing fleet. The scheme,
which is attracting investments from scores
of companies, including multinationals
such as DaimlerChrysler and Royal Dutch
Shell, would make the island nation of
270,000 people the first to have the kind of
environmentally sustainable energy system
that may be found everywhere before the
century is over. Hydrogen pioneer Bragi
Arnason of the University of Iceland says,
“Many people ask me how soon this will
happen. I tell them, We are living at the
beginning of the transition. You will see the
end of it. And your children, they will live
in this world.”

Worldwatch Institute itself has entered a
period of historic change. Led by our
Board of Directors, the Institute launched
its second generation of environmental
leadership when Senior Vice President
Christopher Flavin was selected to be the
Institute’s second President. The Institute’s
founding President, Lester Brown, has
become Chairman of the Board, and for-
mer Board Chairman Andrew Rice is now
Chairman of the Executive Committee.

The Institute’s Board and staff are devel-
oping plans to further enhance World-
watch’s reach and effectiveness, building on
the organization’s strong global reputation
and the talents of its staff to meet the needs
of a new century. The original mission of the
Worldwatch Institute—to provide the infor-
mation and ideas needed to create an envi-
ronmentally sustainable society—will remain
at the heart of its new agenda. But the rapid
evolution of the issues we study, and of the
information economy we rely on for dissem-
ination, demands fresh approaches.

In the coming year, we will launch a
series of initiatives that are intended to
allow Worldwatch to reach key decision-
makers in the public and private sectors
more systematically, while continuing to
build a broad public audience. We will
develop and disseminate practical solutions
to global problems, using the new tools of
the information economy to reach millions
of users, thereby expanding the already siz-
able market for the Institute’s publications.
In order to achieve these goals, the Institute
will also focus on internal capacity building
in the years ahead, expanding its staff with
an emphasis on strengthening our market-
ing and development capabilities.

During the past year, we have already
begun to extend our presence on the
Internet, making many of our publications
available for sale electronically, and even
posting audio recordings of Institute events
on our Web site, www.worldwatch.org.
Also, Lester Brown has begun writing a
series of frequent four-page Worldwatch
Issue Alerts that are posted on the Web site
and disseminated via e-mail. In the months
ahead, we plan to create an electronic,
searchable library of Worldwatch Papers
that will be available on the Web site.

Meanwhile, changes are under way in
the release of State of the World itself. This
year, for the first time, the report will be
simultaneously launched in January in up
to five countries and in as many as three
languages: the United States, India, and
the United Kingdom (English editions),
Brazil, and South Korea. We appreciate the
exceptional efforts of the publishers—
Lawrence Surendra of Earthworm Books in
India, Jonathan Sinclair Wilson of
Earthscan Publications in the United
Kingdom, Eduardo Athayde of the Mid-
Atlantic Forest Open University in Brazil,
and Yul Choi of the Korean Federation of
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Environmental Movement in Korea—who
made this possible.

Their work, combined with the extraor-
dinary efforts of our many other interna-
tional publishers, gives us all hope that our
vision of a sustainable future will be real-
ized. We were encouraged this past year
when Ukrainian was added to the 30 or so
languages in which State of the World has
been published. Information on our inter-
national publishers can be found at
www.worldwatch.org/foreign/index.html.

We hope you will find State of the World
useful in your own efforts to understand
and shape our fast-changing world. Please

send us any comments on this edition 
or suggestions for future editions by 
letter, fax (202-296-7365), or e-mail
(worldwatch@worldwatch.org).

Lester R. Brown
Christopher Flavin
Hilary French

Worldwatch Institute
1776 Massachusetts Ave., NW
Washington, DC 20036

December 2000
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Transportation planners and policymakers
in Central and Eastern Europe are at a crit-
ical juncture. Soviet-era railways are in
decline, car sales are booming, North
American–style shopping malls are opening
on the outskirts of towns, and drivers are
clogging deteriorating roads to reach new
“hypermarkets.” Should these nations build
more highways, going farther down the
road toward car reliance and urban sprawl?
Or should they instead funnel new invest-
ments toward rail, bus, and bicycle infra-
structure, so that people have a variety of
attractive, non-car choices?

Although the situation in Central and
Eastern Europe is unique, all countries have
important transportation decisions to
make. Russia, which covers more land than
any other country, must improve its deteri-
orating transport links. Although the for-
mer Soviet republics have less money than
their neighbors in Central and Eastern
Europe, they too have growing car fleets
and crumbling rail tracks. Most of the
world’s people live in developing countries

that have inadequate road and rail net-
works, so they also have the opportunity, in
theory, to build a more balanced trans-
portation system. And many industrial
countries have both the money and the
chance to add choices such as public transit
and bicycling to existing communities and
to channel future construction around such
transportation networks. The investments
that societies make today will determine
which of two very different transportation
futures will unfold.

By leaving bus and rail networks to dis-
integrate and focusing instead on a new
generation of roads and highways, govern-
ments could build themselves into a corner.
Cities in North America, Western Europe,
and elsewhere have experienced the dangers
of heavy reliance on fuel-guzzling motor
vehicles. Local problems include accidents,
air pollution, noise, and loss of wildlife
habitat and open space; globally, the trans-
portation sector is the fastest-growing
source of the carbon emissions that are
changing the climate. Increased reliance on

Molly O’Meara Sheehan

Chapter 6

Making Better 
Transportation Choices



MAKING BETTER TRANSPORTATION CHOICES

airplanes cannot solve these problems, as air
travel also contributes to air pollution,
noise, and climate change.

But governments could choose to go in
a different direction, to create transporta-
tion systems that give people more choice
with less damage to the environment. This
would require a concerted effort to build
and revitalize railway and transit systems
and to steer new development to locations
easily reached by a variety of transportation
means—not only car, but also bicycle, bus,
and rail.

The path toward cleaner and more equi-
table transportation systems, however, is
the path of greater resistance. In Central
and Eastern Europe, the collapse of central-
ly planned economies has left state-owned
rail agencies weak and inefficient. At the
same time, western construction and car
companies are eager to expand into new
markets. Car advertisements promising
individual freedom can be especially appeal-
ing to people newly freed from communist
rule. Moreover, money is flowing from the
European Union to upgrade transportation
in Central and East European countries 
that hope to join the Union—and these
funds are aimed at building long-distance
links between East and West, such as 
highways, rather than at reviving urban
transit services.

Many of the challenges to reforming
transportation systems are found in similar
forms around the world. One common
obstacle is the division of responsibility in
government and international lending
agencies between different departments for
transportation policy, land use planning,
and environmental protection. Another
barrier is the political sway and advertising
power of today’s motor vehicle and con-
struction industries.

Decisions about transportation have 

far-reaching effects. Transportation links
shape the villages, towns, and cities where
people live. Throughout history—from
compact cities well suited to walking, to
radial towns stretched into spokes by trolley
lines, to sprawling metropolises dominated
by cars—transportation modes have dictat-
ed urban form. They also allow economies
to function by bringing raw materials
together to create products and services,
and by connecting goods and services 
to markets.

Existing technologies can help us
improve our transportation systems so they
better serve the world’s cities, economies,
people, and the environment. This chapter
explores how people can get better access
to goods and services while reducing the
environmental and social costs associated
with transportation today.

From Sledge to Jet
Changes in our current transportation sys-
tems are certainly possible. Economist
Joseph Schumpeter has described the histo-
ry of transportation as “a history of revolu-
tions.” The quest for faster movement, the
development of new fuels, and the response
to environmental problems are some of the
forces that have contributed to the rise and
fall of various transport modes.1

Beginning with the earliest wooden
sledges, people have sought ways to move
themselves, messages, and goods from place
to place. The wheel, a key advance in trans-
portation, may have been invented around
4000 B.C. in Mesopotamia. Societies in
China and Persia built some of the earliest
highways for wheeled vehicles, and by the
first century A.D., Romans had built the
world’s most sophisticated paved roads.2

Transportation technology has devel-
oped rapidly in the last two-and-a-half cen-
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turies. Although advances in the eighteenth
century included steamboats and hot-air
balloons, by 1800 people were still travel-
ing at speeds comparable to those of
ancient Rome. But by 1900, speeds of up to
100 miles per hour were possible on land;
the spread of steamships, the introduction
of railways—including the first subway—
and the development of bicycles were
among the transforming innovations of the
nineteenth century. The scope of trans-
portation in industrial countries was further
widened in the twentieth century with the
mass production of the automobile and the
development of air travel.3

When new transportation technologies
are introduced, they tend to grow rapidly
and spread to other countries before declin-
ing. England began to build canals, the first
infrastructure to overcome some of the
shortcomings of pre-industrial transporta-
tion, around 1760, with feverish construc-
tion occurring around 1795 and canal
mania extending to continental Europe and
the United States. The pace of canal build-
ing slowed down after 1830, with network
length peaking in most countries around
1850. Railways, introduced in the mid-
nineteenth century, grew so rapidly that by
1900 they dominated the transportation
system, accounting for close to 90 percent
of all passenger traffic and about 70 percent
of freight traffic in Europe and the United
States. Railway networks reached their 
maximum size in most of these countries by
the 1930s.4

Whereas rails rose to dominance by dis-
placing canals for long-distance transporta-
tion, the automobile first gained ground as
an urban vehicle that took the place of
horse-drawn vehicles for relatively short
trips. Some 4 million draft horses were used
for transportation in the United States in
1900, for instance, compared with 400,000

motor vehicles; by the end of the 1930s,
the number of horses had fallen to below
400,000, and the number of cars had risen
to over 20 million. Automobiles initially
complemented long-distance rail transport.
It was not until after 1940 that cars and
trucks began to overtake the railroads in
western industrial nations.5

Changes in fuel sources and energy-
related technologies have helped drive the
evolution of transport systems. Arnulf
Grübler of the International Institute for
Applied Systems Analysis has identified a
series of technology clusters in the history
of industrial nations. The era of canals,
which extended until about 1870, was asso-
ciated with steam and iron. The age of rail-
ways, which lasted until 1940, coincided
with the rise of coal, steel, and industrial
electrification. The automobile rode to its
present dominance along with oil, plastics,
and consumer electrification.6

Environmental concerns have also
shaped transportation choices. When the
automobile was introduced, its fumes were
regarded as less offensive than the solid and
liquid wastes from horses. (At their peak,
horses in nineteenth-century urban Eng-
land produced an estimated 6 million tons
of manure a year.) But the automobile held
the environmental advantage only until car
fleets began to exceed the horse popula-
tions they displaced.7

The next era of industrial and economic
development may similarly see changes in
transportation that take advantage of clean-
er energy sources, from natural gas to
renewable fuels (see Chapter 5), along with
the growth of information technologies.
Cities might boast a diversity of transporta-
tion options, transit systems strengthened
by computer technology, and seamless con-
nections between different modes.
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Current Transport Trends
In many parts of the world, recent trends
do not favor diverse, next-generation trans-
portation systems. Rather, cars, trucks, and
planes are moving more people and goods,
while rails, bicycles, and other less environ-
mentally damaging transport modes are
declining. Increasing incomes, sprawling
cities, and globalizing companies, among
other factors, are sustaining these shifts.
Fuel use for transportation is rising as a
result.

Since the end of World War II, motor
vehicle production has risen almost linearly.
As a result, the global car fleet now num-
bers more than 500 million. In the United
States, the number of household vehicles
increased at six times the rate of the popu-
lation between 1969 and 1995. In Western
Europe, passenger car traffic more than
doubled between 1970 and 1995, and road
freight traffic tripled, growing faster than
rail or water. The World Bank estimates that
the demand for freight and passenger trans-
port in most developing and transition
countries is growing 1.5–2.0 times faster
than gross domestic product
(GDP), fueled by a demand for
road transport. In many African
countries, however, political insta-
bility, government corruption, and
low economic growth have made it
difficult to maintain roads.8

While road traffic dominates the
transportation system, air trans-
portation is the fastest-growing seg-
ment. Transportation volume is
often measured in “passenger-kilo-
meters” or “ton-kilometers,” units
that encompass the number of pas-
sengers or the weight of cargo
goods multiplied by the distance
they are moved. Global air passen-

ger transportation has risen from 28 billion
passenger-kilometers in 1950 to more than
2.6 trillion passenger-kilometers in 1998.
Since 1960, global air passenger traffic has
grown at an average yearly rate of 9 percent,
air freight shipments have grown an average
11 percent a year, and mail by air, 7 per-
cent. As with road traffic, however, the
African continent is largely missing from
the air transport picture. Between 1982 and
1992, air traffic grew 11.4 percent on
routes between Europe and Asia, but
increased hardly at all between Europe and
Africa.9

As road and air travel have grown, rail
has become relatively less important. Since
the 1980s, road networks have expanded
more than rail networks in a number of
countries. (See Table 6–1.) Although rail-
ways serve a much larger number of passen-
gers than airlines do, the volume of rail
traffic has fallen to less than 70 percent that
of air. (See Figure 6–1.)10

The top five rail networks—in the Unit-
ed States, Canada, the former Soviet
Union, India, and China—account for
about half of the total tracks but carry more

State of the World 2001

106

1980 1985 1990 1995 2000
0

500

1000

1500

2000

2500

3000
Billion Passenger-Kilometers

Source: ICAO, World Bank

Rail

Air

Figure 6–1. World Passenger Traffic,
Rail Versus Air, 1980–97



MAKING BETTER TRANSPORTATION CHOICES

than 90 percent of the world’s ton-kilome-
ters of freight and account for 56 percent of
passenger-kilometers. The World Bank rail-
ways database shows that rail passenger traf-
fic has been decreasing in many countries
and that rail freight traffic has changed little
except in the United States, where it has
increased. In Europe, however, railways
have become less important for moving
freight, while road transport of freight has
greatly expanded.11

Just as cars and trucks appear to be tak-
ing long-distance customers away from rail-
ways, motorcycles and cars are supplanting
bicycles for shorter trips. Bicycle produc-
tion fell to 79 million units in 1998, which
was 25 percent below the peak of 107 mil-
lion bicycles in 1995. Bicycles are on the
decline even in Asia, the world’s leader in
production and use.12

Many factors are contributing to the
growth in road and air travel. As people get
richer, they often buy motor vehicles. For
instance, between 1980 and 1995 a more
than tripling of GDP in South Korea corre-
sponded to a 16-fold increase in the
nation’s vehicles. In Japan, GDP more than
doubled between 1970 and 1990, while the
number of vehicles more than tripled. Ris-
ing incomes have also supported air travel.13

However, researchers at Australia’s 
Murdoch University have demonstrated
that income alone does not dictate differ-
ences in travel. Studying 47 major metro-
politan areas in Asia, Australia, Europe, and
North America, they found that car use in
cities of North America and Australia is
higher than could be explained by wealth
alone. For instance, the U.S. cities surveyed
had, on average, 141 percent more car 
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Table 6–1. Road and Rail Networks, Selected Countries, Mid-1980s and Mid-1990s

Road Rail
Mid-1980s Mid-1990s Change Mid-1980s Mid-1990s Change

(kilometers) (percent) (kilometers) (percent)

United States 6,213,852 6,308,086 + 2 235,103 170,200 –28

India 2,962,4701 3,319,644 +12 61,836 62,725 + 1

Brazil 1,583,172 1,980,000 +25 — — —

China — 1,526,389 — 52,119 54,616 + 5

Japan 1,127,501 1,152,207 + 2 22,801 20,134 –12

France 804,650 892,500 +11 34,676 31,939 – 8

Russia — 570,719 82,6002 87,543 + 6

Indonesia 205,030 342,700 +67 6,458 — —

South Africa 183,728 331,265 +80 23,821 25,555 + 7

11989. 21980.
SOURCE: International Road Federation, World Road Statistics (Geneva: various editions);World Bank, World
Bank’s Railways Database (Washington, DC: Transportation, Water, and Urban Development Department,
August 1998).
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use than the European cities, but had 15
percent less per capita income. Lower car
use is linked not simply to lower incomes
but to greater support for public transit and
bicycling, land use rules that promote
development along public transport routes,
and higher fuel taxes.14

Cars have helped to change the structure
of cities, which in turn has contributed to
greater vehicle use. Cities have spread out
over larger expanses of land as builders have
constructed wide expressways and ample
parking to accommodate motor vehicles.
Asked in a survey to identify the top influ-
ences shaping the American metropolis, 
a sampling of urban historians, social scien-
tists, and architects chose the highway 
system and dominance of the automobile 
as the number one influence. Even U.S.
metropolitan areas with stable or declining
populations over the past 30 years—places
like Detroit or Cleveland—have actually
grown in land area. As cities sprawl, cars
become essential while transit, bicycling,
and walking become less practical. In 
the Czech Republic, for instance, car use
has surged and public transit use has fallen
as the number of suburban hypermarkets
has ballooned from 1 to 53 between 1997
and 2000.15

Bikes are much cheaper than motor vehi-
cles and are well suited to short trips, but
pollution, unsafe roads, and a lack of safe
bike parking often keep cyclists off the
road. For instance, the U.S.-based Institute
for Transportation and Development Policy
found that 60 percent of very short, “bik-

able” trips in Surabaya, Indonesia, are made
by motor vehicle; in Germany, where streets
are more inviting for pedestrians and
cyclists, only 15 percent of such trips are by
motor vehicle.16

In industry, adoption of “just-in-time”
delivery has increased the importance of
trucks for hauling freight. Popularized by
the Japanese automobile industry in the
1980s, this practice allows companies to cut
down on inventory by requiring raw mate-
rials or intermediate products to arrive at a
manufacturing facility at a precise location
and time to fit seamlessly into a production
schedule. Rather than pay for warehouse
storage, companies keep goods in motion,
using trucks as rolling warehouses.17

With the most energy-intensive trans-
portation methods—cars, trucks, and
planes—being used more often, fuel use is
increasing. One measure of energy use is
emissions of the carbon dioxide released
when fossil fuels are burned. Looking at a
group of major industrial countries, Lee
Schipper and his colleagues at the Lawrence
Berkeley Laboratory in California found
that between 1980 and 1994, carbon 
emissions per unit of GDP fell in all sectors 
of the economy except transportation.
Between 1973 and 1992, Japan’s primary
mode of passenger travel shifted from rail;
increased reliance on autos and airplanes
raised total carbon emissions from transport
by 20 percent. Denmark was the only
industrial country during these 20 years in
which a shift toward buses and rail led to 
a clear decline in travel energy use and 
emissions.18

Schipper identifies a trend in energy use
in industrial countries from “production to
pleasure.” While efficiency gains have low-
ered energy use in manufacturing, trends in
personal mobility toward higher levels of
motor vehicle use with fewer passengers per
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vehicle have actually raised energy
use in the transportation sector. Per-
sonal travel now outweighs freight
transport in industrial countries. Pas-
senger trips generally account for
60–70 percent of energy use and
emissions from transportation. And
the key component in these countries
is automobile travel. (See Figure
6–2.) According to travel surveys in
the United States and a number of
West European countries, work trips
account for 20–30 percent of person-
al travel, shopping and other “ser-
vice” trips account for about 25
percent (except in the United States,
where the share was higher), and
leisure for the rest.19

Behind the growth in automobile energy
use is a boom in larger, more energy-con-
suming “light trucks” such as minivans and
sport utility vehicles (SUVs). In the United
States, these vehicles now dominate new
sales, and in the 1990s this reversed gains
made in the 1980s in the fuel economy of
the total passenger fleet. Car makers are
now introducing smaller SUVs into West-

ern Europe, where sales of the vehicles
increased by 26 percent between 1998 and
1999.20

Industrial nations have the bulk of the
world’s automobiles, trucks, and airplanes,
and accordingly use a disproportionate
share of transport fuels. (See Figure 6–3.)
With just 19 percent of the world’s popula-
tion, industrial nations use 59 percent of all
energy that goes to transportation. The
United States alone uses more than one

third of the world’s transport energy.
Americans travel almost twice as far
per person as Europeans do. In
1997, annual oil use for all trans-
portation averaged 18 barrels per
person in the United States, 13 bar-
rels in Canada, and 6 barrels in West-
ern Europe, Japan, Australia, and
New Zealand.21

In the developing world, the
fastest growth in transportation
energy use is in the urban areas of
Asia and Latin America. While aver-
age transportation fuel consumption
in the industrial world increased 1
percent between 1996 and 1997, the
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equivalent figure for developing Asia was 6
percent and for Latin America, 5 percent.
In Africa, transportation energy use was
unchanged.22

The Costs of Mobility
Advances in transportation technology have
brought benefits, but growing vehicle fleets
and escalating fuel use have also created
problems. These include social inequities,
accidents, smog, traffic congestion, urban
sprawl, loss of forests and farms, noise, and
carbon emissions that contribute to rising
global temperatures.

First on this list is that a lack of trans-
portation choices worsens existing social
inequities. Although car travel is the only
viable means of transportation in some U.S.
cities, for instance, roughly one third of the
nation is too young, too old, or too poor to
drive. In rural areas of developing countries,
lack of transportation alternatives, such as
bicycles, takes a disproportionate toll on the
health of women, who are often responsible
for transporting fuel, food, and water. In a
study of village-level travel and transport in
sub-Saharan Africa, World Bank–sponsored
researchers found that adults spend on aver-
age an hour and a quarter each day walking
for essential trips, carrying some 20 kilo-
grams (45 pounds) over 2 kilometers; most
of the burden falls on women.23

Beyond this equity impact, motor vehicles
do all sorts of other damage to people and
the environment. Traffic accidents kill and
injure many people. Researchers estimate
that nearly a million people are killed on the
world’s roads each year, and most of them
are pedestrians. According to the World
Bank, the annual cost to the global economy
in lost productivity from traffic-related
deaths and injuries is roughly $500 billion.24

Motor vehicles also contribute to local

and regional air pollution. Toxic ingredi-
ents in motorcycle and car fumes include
carbon monoxide, sulfur dioxide, nitrogen
oxides, fine particles, and sometimes lead.
Nitrogen and sulfur that travel beyond
urban areas acidify lakes, forests, and farms.
Emissions from many vehicles are harder to
reduce than emissions from relatively few
stationary sources. In the United States, for
instance, while sulfur and nitrogen have
been reduced from smokestacks as a result
of Clean Air Act amendments, nitrogen
emissions from cars have proved more diffi-
cult to abate. As a result, acid rain continues
to eat away at forests.25

In some parts of the world, vehicular air
pollution actually kills more people than
traffic accidents do. In Austria, France, and
Switzerland, in 1996 the premature mortal-
ity brought about by particulate emissions
from vehicles stood at about twice the
number from traffic accidents, according to
a recent World Health Organization study
published in the Lancet.26

Vehicle emissions are a growing source
of air pollution in many urban centers of
the developing world as well. Highly 
polluting two- and three-wheeled vehicles
are prevalent in many of these cities. Most
of these are powered by simple but dirty
“two-stroke” engines, in which much of 
the fuel goes unburned and is released with
the exhaust. A World Bank report suggests
that vehicles with these engines emit 
more than 10 times the amount of fine par-
ticulate matter per vehicle-kilometer as a
modern car and only slightly less than a
diesel truck.27

Motor vehicles impede other forms of
traffic and cause delays. Cities such as
Bangkok and Jakarta are less densely popu-
lated than Paris, Moscow, or Shanghai, yet
they suffer worse traffic delays because they
have neither effective public transit systems
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nor adequate facilities for bicyclists and
pedestrians. Congested roads in São Paolo
have prompted the wealthiest residents to
take to the skies, boosting the city’s heli-
copter fleet to the third largest in the world,
after New York and Tokyo.28

Roads also cause profound changes in
ecosystems. A great deal of land in car-
dependent cities is lost to roads and parking
lots. Water quality and quantity both suffer
in proportion to the amount of paved roads
and parking that cover a watershed. Plants
and animals are killed during road con-
struction, as well as by vehicles. And roads
promote the dispersal of species that are not
native to a given area, alter the physical and
chemical environment, block wildlife corri-
dors, and divide populations of various
species into smaller, less stable subpopula-
tions. In the United States, 6.2 million kilo-
meters of public roads cover about 1
percent of the nation’s surface area, but a
rough estimate suggests that this network
has effects on wildlife on up to 20 percent
of the surface area.29

Noise is perceived by many urban resi-
dents as one of the greatest problems associ-
ated with road traffic. It contributes to stress
disturbances, cardiovascular disease, and
hearing loss. The problem is particularly
acute in Japan, where 30 percent of people
experience noise levels greater than 65
acoustically weighted decibels—a level con-
sidered unacceptable in many countries—
and in Europe, where the figure is 17
percent.30

Transportation is a growing contributor
to climate change. According to Lee Schip-
per of Lawrence Berkeley Lab, “travel is
emerging as the primary leader of growth in
carbon emissions in the wealthy, industrial-
ized countries.” Worldwide, the share of
carbon dioxide gas from transportation
climbed from 17 percent in 1971 to 23 per-

cent in 1997. Road traffic is spurring this
jump: motor vehicles accounted for 58 per-
cent of worldwide transportation carbon
emissions in 1990, but their contribution
grew to 73 percent by 1997.31

The environmental toll of air travel is
increasingly coming under scrutiny as well.
Airplanes can be especially fuel-inefficient
over short distances. They are the primary
source of heat-trapping greenhouse gas
emissions from humans that are deposited
directly in the upper atmosphere, and scien-
tists have noted that these emissions have a
greater warming effect than they would
have if they were released at the surface.
Some researchers have found an increase in
cirrus clouds associated with the trails of
condensation created by aircraft, which may
affect climate patterns. Jets release not only
carbon dioxide but also water vapor, nitro-
gen oxides, soot, and sulfate, and account
for some 3.5 percent of global emissions of
greenhouse gases. Scientists on the Inter-
governmental Panel on Climate Change
estimate that this share could increase four-
fold within 50 years, even with substantial
improvements in fuel efficiency.32

Over the past decade, analysts have tried
to quantify all these problems associated
with transportation—and with motor vehi-
cles in particular. Estimates of the social
costs of transportation differ from country
to country and even within countries
because there is no single framework for
determining which costs to include and
how to derive them. Nevertheless, clearly
there are many costs to society that are not
covered by fuel taxes, vehicle taxes, or fees
for road use. For example, a study of road
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transportation in the United Kingdom
found that the costs associated with air
emissions, noise, congestion, road damage,
and accidents outweighed the taxes paid by
drivers by three to one. And a recent U.S.
study similarly found that the cost of dri-
ving-related air and water pollution, climate
change, noise, and accidents—at $125 bil-
lion—was nearly three times greater than
the $42 billion paid by car drivers in high-
way user fees. Using different methods, var-
ious researchers have estimated the costs of
road transport not covered by drivers to be
around 5 percent of GDP in industrial
countries, and even higher in some devel-
oping-country cities. (See Table 6–2).33

Clearing the Air
The single largest contributor to the costs
of transportation borne by society in many
countries is illnesses and deaths from air
pollution. One challenge, therefore, is to
tackle immediate health threats from the
most polluting vehicles. By adopting poli-
cies that promote cleaner technologies,
governments can take one important step
toward clearing the air. 

Cleaner fuels and engines can reduce
local air pollution. Historically, the United
States has set emissions standards to force
vehicle makers to find cleaner technologies.
Better engine design and catalytic convert-
ers have reduced emissions from individual
cars to well below 5 percent of the levels in
the 1960s. Other countries have adopted
U.S. standards, but there is still much room
for improvement. A recent study by the
Organisation for Economic Co-operation
and Development (OECD) suggested that
combinations of advanced emissions con-
trol technologies now exist that could allow
cars and light trucks to meet tailpipe emis-
sions standards 50–80 percent more strin-
gent than the strictest rules in any industrial
country. Moreover, effective inspections
and maintenance programs could signifi-
cantly cut pollution by the existing fleet.
Much-needed targets for cleaner diesel-
fueled trucks and buses are on the horizon
in Japan and the United States.34

A number of policies can reduce pollu-
tion from motorized two- and three-wheel
vehicles, which are among the worst pol-
luters on the roads of the developing world.
Analysts at the World Bank have identified

Table 6–2. Estimates of Societal Costs of Road Transport as Share of GDP

Country, Share of Costs Included in Study
Region, or City Year GDP Accidents Smog Climate Noise Roads Land & Parking Congestion

(percent)

United States 1989 5.5 x x x x x x

European Union early 1990s 4.63 x x x x x x

United Kingdom 1993 4.68–5.79 x x x x x x

Mexico City 1993 5.6 x x x x

Santiago, Chile 1994 6.71 x x x x x x

SOURCE: Christopher Willoughby, Managing Motorization, Discussion Paper,Transport Division (Washing-
ton, DC:World Bank,April 2000), 5.
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several key short-term steps: public infor-
mation campaigns on vehicle maintenance,
regular inspections, minimum standards for
fuel and motor oil, and tax incentives for
low-polluting vehicles. Over the long term,
it is often cheaper for vehicle owners to
replace two-stroke engines. Two- and
three-wheelers are popular in cities of the
developing world because they are relative-
ly inexpensive to buy, but their inefficient
two-stroke engines require expensive fuel
and motor oil to operate.35

Whereas some technical solutions allow
the combustion engine to release less pollu-
tants when it burns petroleum or diesel fuel,
another set of solutions replaces the fuel or
the engine with a cleaner alternative. For
instance, the two-stroke engine on a small,
three-wheeled cart could be replaced with an
electric battery. In the early 1990s, environ-
mental groups in Katmandu, Nepal, were
pointing to the pollution caused by diesel-
fueled vehicles that was threatening the city’s
tourism industry. The city government invit-
ed a nonprofit group from Eugene, Oregon,
to design an electric three-wheeler. Upon
learning of the design, the Agency for Inter-
national Development pledged $500,000 to
promote the vehicles. By the time that fund-
ing ended in 1996, two local businesses in
Katmandu had started assembling and oper-
ating electric vehicles.36

Elsewhere, governments are spurring the
deployment of different sorts of cleaner-fuel
vehicles. London has begun converting
taxis from diesel fuel to cleaner-burning liq-
uefied petroleum gas. Government agencies
in Mexico City have contracted with a pri-
vate company to convert thousands of pub-
lic transportation vehicles from gasoline to
liquid propane gas. Most public buses in
the United States run on diesel fuel, but the
number of less polluting natural gas buses is
on the rise, with some cities announcing

that they will no longer purchase diesel
buses. The state of California announced in
1990 that it would eventually require a cer-
tain percentage of cars sold there to be
“zero-emissions” vehicles, which might run
entirely on electric batteries; the original
mandate has been postponed and modified
to include very low emissions vehicles such
as the hybrids now on the market by Toy-
ota and Honda, which are powered by a
small internal combustion engine combined
with an electric motor.37

One possible successor to the combus-
tion engine is the fuel cell, which can be
used to generate electricity from hydrogen
with fewer carbon emissions. (See Chapter
5.) DaimlerChrysler announced in 2000
that it would bring fuel-cell public buses to
the market within two years, and passenger
cars in four years. Toyota, Honda, and Gen-
eral Motors have pledged to have compet-
ing vehicles in roughly the same time
period. Iceland is interested in converting
its bus, car, and fishing fleets to fuel cell
vehicles within 40 years.38

While such innovations are promising,
history has shown that technical solutions
to one problem can exacerbate other prob-
lems or even create new ones. Catalytic
converters reduce carbon monoxide and
volatile organic compounds but increase
nitrogen oxides. Three-way catalysts also
remove nitrogen oxides but decrease
engine efficiency, resulting in more carbon
dioxide. And these catalysts are destroyed
by lead in gasoline. When catalytic convert-
ers were first introduced in the United
States, leaded gasoline had not yet been
phased out; in fact, it was cheaper than
unleaded gasoline. As a result, many pollu-
tion-control devices were ruined when peo-
ple opted to fill their tanks with the
cheapest fuel. The story of methyl tertiary
butyl ether (MTBE) provides a similar les-
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son. For the past decade, this has been
added to about one third of the gasoline in
the United States, mainly in smoggy areas,
to reduce emissions of carbon monoxide
and toxic pollutants. The additive has led to
cleaner air but dirtier water, from leaking
underground pipes and storage tanks. (See
Chapter 2.)39

Even the best technologies alone are
insufficient. Emissions reductions can be
swallowed by greater vehicle use, so gov-
ernments must bolster improvements in
fuels and vehicles with efforts to reduce the
volume of vehicle use and to shift trans-
portation activity to less fuel-intensive
modes. Moreover, fuel and vehicle fixes
tend only to address air pollution, leaving
other transportation problems—from acci-
dents to congestion to climate change—
unchecked.

Diversifying Our Options
The broad challenge is to ensure that trans-
portation systems do not endanger public
health or ecosystems and that they meet
people’s needs for access to places. An
OECD team of transportation experts
recently advanced a set of principles that
would characterize such an environmental-
ly and socially “sustainable” transportation
system. (See Table 6–3.) To meet these tar-
gets, societies will have to not only shift to
cleaner motor vehicles but also work to
diversify transportation choices.

With a diversity of transportation alter-
natives, people could choose the best
option for a given purpose. Forty years ago,
U.S. urban critic Lewis Mumford noted,

“what an effective network requires is the
largest number of alternative modes of
transportation, at varying speeds and vol-
umes, for different functions and purpos-
es….By pushing all forms of traffic onto
high speed motor ways, we burden them
with a load guaranteed to slow down peak
traffic to a crawl.”40

Today transportation planners increas-
ingly recognize that building more roads
does not necessarily solve traffic problems.
A study in the Washington, DC, area found
that despite new road capacity, severe con-
gestion quickly overtook regional highways
between 1996 and 1999. Michael
Replogle, a transportation specialist at the
U.S.-based advocacy group Environmental
Defense, came up with this analogy:
“Adding highway capacity to solve traffic
congestion is like buying larger pants to
deal with your weight problem.”41

As new roads attract more cars, regions
that have invested heavily in roads have
fared no better at easing traffic than those
that have invested less. Measures to diversi-
fy transportation options include regula-
tions to curb car traffic, price incentives to
reduce motor vehicle use and boost alterna-
tives, and changes in urban design that
enhance the viability of cycling, walking,
and public transit.42

Some European cities explicitly ban pri-
vate cars from central areas. Munich, Vien-
na, and Copenhagen, for instance, boast
popular commercial centers that restrict
motor vehicle traffic to ambulances, deliv-
ery trucks, and cars owned by local resi-
dents. A new residential neighborhood in
Freiburg, Germany, bans cars entirely;
about half of the residents own cars, but
they keep them just outside the develop-
ment. In fact, about 20 car-free communi-
ties are in various stages of development in
Germany. And since 1994, more than 70
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European cities have joined a Car Free
Cities Network to exchange policy ideas.43

Based on these examples in Europe, the
city of Bogotá in Colombia tried a “car-
free” experiment in February 2000, ban-
ning private vehicles from 6:30 a.m. to 7:30
p.m. on a weekday. According to a news
report, the air was cleaner, with lower levels
of carbon monoxide and nitrogen dioxide
recorded. No traffic fatalities were report-
ed, and polls showed that some 65 percent
of residents wanted to repeat the exercise.44

For a car ban to work, however, there
must be other effective means of trans-
portation, such as public transit or cycling
networks. A well-known example of a poli-
cy failure is Mexico City’s “hoy no circu-
lan” policy that banned use of certain cars

on one day each week. Without viable
transportation choices, many residents just
bought an extra car—often an old, cheap,
and highly polluting one—to circumvent
the ban. Thus a policy aimed at reducing
pollution ended up worsening the problem.
To avoid a similar result, the mayor of
Bogotá is proposing a long-term program
that by 2015 would develop the city’s 
bus service and build a subway and bicycle
paths so that people could realistically
restrict their private car use for three hours
in the morning and three hours in the
afternoon.45

In response to the Mexico City fiasco,
some analysts have argued that if a local air
cleanup strategy complements new regula-
tions with a taxation and pricing strategy, it
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Table 6–3. Suggested Principles for Sustainable Transportation

Principle Description

Access People have reasonable access to places, goods, and services.

Equity Transportation meets the needs of different groups within society and across
generations.

Health and Safety Transport systems are designed and operated in a way that protects the health
and safety of all people.

Education and People and communities are fully engaged in transportation decisionmaking.
Participation

Integrated Planning Transportation planning involves people from various fields: environment, health,
energy, urban design.

Land and Resource Transport systems make efficient use of land and other natural resources
Use while preserving habitats and biodiversity.

Environmental Transportation does not threaten public health, global climate, or essential
Integrity ecological processes.

Economic Well-Being Taxation and economic policies promote equitable and clean transportation.

SOURCE: Organisation for Economic Co-operation and Development, Environment and Transport: Synthesis of
OECD Work on Environment and Transport and Survey of Related OECD, IEA and ECMT Activities (Paris:
November 1999), 28–29.
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has a chance of both reducing the use of
vehicles and cleaning them up. An increase
in the “variable cost” of operating a vehi-
cle—the cost of each trip—could deter
excessive use. In contrast, increasing the
“fixed cost” through vehicle taxes may
actually promote use because once people
pay for a car, they want to use it as much as
possible to get their money’s worth. In the
United States, unfortunately, the fixed costs
of automobile ownership have risen while
the variable costs, such as fuel, have fallen.
One way to increase the variable cost of dri-
ving is to raise the cost of fuel with a tax, as
many countries in Western Europe have
done. Governments could make a fuel tax
hike more palatable by accompanying it
with a reduction in income tax, or by using
it to fund transportation alternatives.46

Reflecting increasing concern about the
emissions associated with air travel, a num-
ber of citizens groups and governments in
Europe have recommended introducing
some form of a jet fuel tax. Norway was the
first to impose a carbon tax on jet fuel in
1998, but then revoked it under pressure
from governments that argued that interna-
tional agreements protected jet fuel from
national taxation. In 1999, a Dutch envi-
ronmental group convinced a number of
companies to voluntarily introduce a flight
“tax” of 17.5 percent of the ticket price,
which is routed to a fund within each com-
pany for investments in environmentally
friendly energy resources. In 2000, the
European Commission recommended
introducing a jet fuel tax, but European
Union finance ministers would only sign it
if an agreement at the global level could be
forged.47

A fuel tax alone, however, is a blunt
instrument. In the case of road traffic, tar-
geted incentives—charging heavy trucks for
the extra wear they take on roads, introduc-

ing fees for driving on congested roads at
peak travel times, and substituting transit
tickets for parking privileges—can more
precisely address different concerns.

Some governments have accordingly
begun to adjust road and parking policies to
reflect the high cost of vehicle use and to
limit unnecessary trips. Iceland, New
Zealand, Norway, and Sweden levy a charge
on diesel trucks that rises with the weight of
the truck and the distance traveled. Singa-
pore leads the world in using tolls to curb
traffic. For more than 20 years, downtown-
bound drivers have paid a fee that rises dur-
ing rush hours; since 1998, the fee has been
automatically deducted from an electronic
card. In the United States, parking provid-
ed by employers is tax-exempt, which can
be an incentive to drive. But the state of
Maryland passed a law in 2000 that extends
tax credits to nonprofit groups such as
schools and hospitals if they pay for
employee transit benefits or benefits equal
to the cost of a parking space that the
employee will not use.48

Removing some of the cost incentive for
excessive driving can be done without taxes
through private initiatives that decouple car
ownership from car use. Privately run car-
sharing networks, popular in Europe and
recently introduced to a few North Ameri-
can cities, give people easy access to a car
without the high costs of owning or the
hassles of renting. Members are more likely
to use a car only for the trips where it has a
significant advantage over other modes. In
addition, they have access to a wide range
of vehicles, so they can choose the best one
for a given trip: a small car for city use, a
larger car for a family vacation, or a truck
for moving furniture.49

Coordinated transportation and land use
policies can lessen the need for travel and
boost transportation options. Since 1947,
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Copenhagen has guided its development
along five rail corridors extending toward
smaller population centers. Although gov-
ernment agencies and planning fashions
have come and gone, a vision has endured
of the region shaped as a hand, with the
central city as the palm, urban development
spreading out along the rail “fingers,” and
green space preserved between the fingers.
This structure helps to make urban transit
and cycling viable. A recent government
directive states that new development
should be within one kilometer of a transit
station. Even though the road network is
bigger than it was in 1970, the kilometers
driven by motor vehicles is 10 percent
below the figure then.50

Perhaps the best example of integrated
planning on a budget comes from Curitiba,
Brazil. In the early 1970s, the city designat-
ed several main roadways radiating from the
city center as structural axes for busways,
which are much less expensive than under-
ground railways. Through zoning laws, the
city encouraged construction of high-densi-
ty buildings along the bus corridors. Since
then, innovations such as extra-large buses
for popular routes and inviting, tube-
shaped bus stops where passengers pay their
fares in advance have added to the system’s
speed and convenience. The bus stations
also link to a 150-kilometer network of bike
paths. Although Curitiba has one car for
every three people, two thirds of all trips in
the city are made by bus.51

Developing countries without extensive
road systems may have the opportunity to
develop mobility with lower dependence on
the car, by setting aside rights-of-way for
bicycles, buses, and other forms of public
transportation. In cities such as Copen-
hagen and Curitiba, convenient connec-
tions between cycling and public transit
make these options more attractive. Bicy-

cles are often not convenient for long trips,
and buses and trains are limited to fixed
routes. But bicycles and transit can comple-
ment each other when people are able to
carry their bikes aboard buses or trains, or
to park them at stations.

Cycling and pedestrian pathways provide
other benefits beyond easing congestion
and clearing the air. For instance, the exer-
cise they stimulate decreases the risk of
heart disease and diabetes. Studies in the
United Kingdom have shown that the
health benefits of cycling far outweigh the
risks of accidents. The mayor of Bogotá is
promoting bikes not only for their environ-
mental benefits but also because of their
potential to reduce crime: “The bike
path ...is the safest place in the city because
it creates a kind of solidarity—people help
one another.”52

The possibility for boosting cycling and
public transit options exists even in coun-
tries with the most car-reliant cities. In the
United States, public transit ridership is
lower than it was 50 years ago, even though
the population has doubled. But with
increased government spending on infra-
structure, public transportation is on the
rise for the first time in decades. In 1999,
ridership reached its highest level in nearly
four decades, growing at a faster rate (4.5
percent) than car use (2 percent). The trend
continued into 2000, with major increases
found across the board—in small towns,
suburbs, and large cities.53

Information technology may help
enhance existing and new public trans-
portation systems. For instance, computer-
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aided paratransit services using vans, taxis,
shuttle buses, and jitneys with flexible pick-
up and delivery stops may be better suited
to spread-out metropolitan areas than con-
ventional fixed-route services. A central
switchboard and computer could match
drivers and riders. Cities may need to
reform laws governing bus and taxi routes
in order to allow these new forms of public
transportation to take root.54

While information technologies may
support transportation initiatives, they will
not do away with the need for integrated
transportation and land use. Computers
and electronic information transfer—e-
mail, e-commerce, video conferencing—are
transforming many aspects of business and
personal life, and may reduce the need for
some people to travel during peak traffic
hours. But transportation and land use
planning will be critical to prevent “tele-
sprawl”—people living even farther away
from others because they rely on machines
for communication.55

Moreover, by connecting more far-flung
people, communications technologies may
actually induce more transportation. The
Internet now allows a person in Europe, for
instance, to easily order a book to be air-
shipped from the United States before it is
available locally. History suggests that
transportation and communication trends
are complementary. Analysis of data on
France, Germany, and the United Kingdom
shows that since 1900 there has been a rel-
atively constant ratio of transportation to

communication, with around six kilometers
traveled per message sent. Today’s growth
in communications may similarly be accom-
panied by an increase in transportation.56

Identifying Bottlenecks

Over the past several decades, a growing
vehicle fleet has spurred escalating fuel use,
air pollutants in traffic fumes have sickened
and killed millions of people, and highway-
led urban development has devoured farms
and forests. Scholars, citizens groups, and
governments have increasingly recognized
the need for cleaner fuels and vehicles and
for diverse transportation choices. The Vic-
toria Transport Policy Institute in Canada
has documented part of this knowledge
base by listing more than 2,600 reports on
transportation problems and remedies.
What, then, is preventing these policy solu-
tions from being put into action?57

Many bottlenecks are thwarting progress
toward cleaner and more equitable trans-
portation systems. From Copenhagen to
Bogotá, every place has a unique history,
economy, and political arena in which gov-
ernment, industry, and citizens interact to
make transportation decisions. In govern-
ment, key actors include agencies responsi-
ble for transportation planning, politicians
and lawmakers who have the ability to
change policies, and officials in charge of
land use regulations and zoning. Private-
sector players include the automotive, avia-
tion, construction, and real estate
industries. Individual citizens who make
daily transportation choices and citizens
groups that pressure government and
industry also wield power.

Government structure profoundly
affects the recognition of transportation
needs and the establishment of priorities 
in this sector. A 1997 study of seven Cen-
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tral and East European nations found that
transport policies often contradicted 
environmental policies. And as more estab-
lished transportation ministries held more
power than their environmental counter-
parts, transport policies were able to take
precedence.58

Transportation ministries themselves are
often segmented. For instance, within the
U.S. transportation bureaucracy, the high-
way agency gets more money than the
agencies for railways and urban transit. The
availability of federal funds for U.S. high-
way projects has historically influenced 
the transportation priorities of states and
cities, which themselves tend to have com-
pletely separate transportation and land 
use planning agencies. In contrast, coun-
tries such as Denmark and the Netherlands,
and more recently the United Kingdom,
have one integrated national agency for
transportation, regional planning, and the
environment.59

Given the parochial interest of certain
government agencies in maintaining the
status quo, historical trends in public
spending for transportation are hard to
overcome. In the United States, the land-
mark Intermodal Surface Transportation
Equity Act (ISTEA) and its successor, the
Transportation Equity Act for the 21st
Century (TEA-21), allowed money to be
diverted from highways to other trans-
portation projects. But a recent study found
that out of $33.8 billion in “flexible” funds
that could be diverted to transit projects
between 1992 and 1999, only $4.2 billion
was actually reallocated.60

The U.S. citizens group Sustainable
Transportation Policy Project (STPP) has
documented backsliding on the initial
progress of ISTEA toward diversifying
transportation options. Between 1992 and
1997, an average of 22 percent of the fed-

eral transportation funds covered by the
new legislation went to providing alterna-
tives to driving; by 1999, the share had fall-
en to 17 percent. One reason, says STPP’s
Don Chen, is that state transportation
departments have not really restructured
themselves to seize the new opportunities.61

In many countries, international financial
and development institutions sway trans-
portation decisions. For example, a new
source of transport funds for Central and
East European countries is the European
Union’s Instrument for Structural Policies
for Pre-Accession, which will cofinance
with multilateral banks and national gov-
ernments the extension of highways and
high-speed transit from Western Europe.
“By targeting improvements in long-dis-
tance links at the expense of urban transit,
this money will distort transportation prior-
ities” in Central and Eastern Europe,
according to Magda Stoczkiewicz of CEE
Bankwatch Network.62

Cozy relationships between industry and
politicians often distort transportation and
land use decisions. Citizens groups working
to stop sprawl in Central and Eastern
Europe observe that city councilors may be
bribed to approve a new shopping mall, or
may resign after approving a project to
become head of its development company.
Yaakov Garb, head of the Anti-Sprawl Cam-
paign of the Institute for Transportation
and Development Policy, notes that in
Prague, “the regional planner’s goal of
finding harmony between economy, cul-
ture, and nature has receded, replaced by
the growing power of investors.”63

In many cases, “bribery” is legal. Large
contributors to political campaigns expect
to wield influence. In the 1998 U.S. con-
gressional races, industries with a stake in
transportation and land use decisions con-
tributed some $128 million to political par-
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ties and candidates, which was 18 percent
of the total spent by major industry groups.
And during the 2000 U.S. presidential elec-
tion campaign, a construction industry lob-
byist in favor of expanded highway building
told the Wall Street Journal that he looked
forward to having the President’s ear if the
candidate he supported with a large contri-
bution won: “I’m assuming, since we’ve
supported him throughout his gubernator-
ial career, that we’d have an opportunity to
go visit if we wanted to.”64

Politicians are often convinced by indus-
try groups to oppose legislation that would
be unfavorable to the industry. An example
would be the efforts of the auto industry,
which successfully lobbied the U.S. Con-
gress to halt increases in fuel efficiency stan-
dards in the 1990s. Industries also persuade
legislators to pass laws that benefit compa-
nies. The U.S. oil industry, for instance, has
been successful at gaining a variety of tax
advantages.65

Part of the increase in U.S. highway
spending in recent years can be attributed
to politicians eager to bring large road-
building contracts to construction compa-
nies in their districts. In 1998, the largest
expansion in U.S. highway spending since
the 1950s was pushed through the U.S.
Congress by transportation committee
chairman Bud Shuster, who, in the words 
of one reporter, “has so many public works
projects named after him you might think
he was dead.” To entice colleagues to 
support his transportation spending bill, 
he offered them their own public works
projects.66

Once a transportation technology is

widespread, it is often politically difficult to
impose new rules that restrict its use or raise
its costs. In Bangkok, for instance, replac-
ing two-stroke motorcycles with ones that
have four-stroke engines could dramatically
reduce air pollution. But local manufactur-
ers have been reluctant to change—as they
would incur costs in retooling their plants
and getting new licenses. In Germany, the
Green Party has long encouraged less car
use, but in May 2000 the party released a
strategy paper acknowledging that its
efforts have been unsuccessful—even
though it has been part of the coalition
government.67

Individuals make choices every day
about different transportation modes
based, in part, on perceptions about safety
and comfort. Poorly maintained cycling and
public transport networks are therefore less
appealing than the private car. High-
income residents of Mexico City, surveyed
in a recent study of travel behavior, said
they feared robberies on buses and that they
would use public transportation only if it
were safe, well organized, and comfortable.
In Delhi, riders of privately operated 
“chartered” buses were asked what made
these more attractive than other modes;
comfort was the most common reason
given (58 percent), followed by regularity
(18 percent).68

People are also influenced by the car’s
image of freedom, power, and modernity.
To many young people, getting a driver’s
license is a rite of passage. In one survey in
England, young adults were asked: “Imag-
ine you are only able to have one of the fol-
lowing two rights—the right to vote in an
election, or the right to obtain a driving
license—which would you choose?” Some
72 percent chose the license. The automo-
tive industry spends more money than any
other industry to perpetuate this image.
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The United States is the largest market for
car companies, but the automotive sector
also dominates advertising spending else-
where. (See Table 6–4.) By studying the
emotional and instinctual reasons that peo-
ple buy cars, companies are able to target
their advertisements more effectively.69

But views and behaviors may change, as
congested roads thwart the car’s promise of
individual freedom and power. In the 
United States, traffic growth and urban
sprawl have become major concerns. In
February 2000, the Pew Center for Civic
Journalism found that the category “urban
sprawl and traffic congestion” was the
major concern of both urban and suburban
Americans, and that nationwide it tied with
“crime and violence” as the top worry,
according to five public-opinion surveys
around the country.70

Citizens have an important role in lean-
ing on industry to change transportation
priorities. Automotive and oil industries
have shown signs of being sensitive to criti-
cism. In 2000, the Ford Motor Company
announced that it would voluntarily raise

the average fuel efficiency of its sport utility
vehicles by 25 percent by 2005, stating that
it was responding to its customers’ environ-
mental concerns. And BP revamped its
image to appeal to environmentalists with a
campaign to install solar-powered Internet
access at its gasoline stations.71

To foster innovation by industry—and
not just a public relations “greenwash”—
citizens will have to pressure governments
too. Already, nongovernmental organiza-
tions have played a key role in pushing pol-
icy reform. The U.S. group STPP, for
instance, was instrumental in drafting the
ISTEA legislation that opened new funding
options for alternatives to highway building
and has acted as a watchdog group on
ISTEA’s shortcomings. And in response to
advice from citizens groups such as the
Institute for Transportation and Develop-
ment Policy, the World Bank has rethought
its approach to transportation lending.72

The automobile came to dominate the
world’s roads in the last century, the age of
oil. Motor vehicles still consume the bulk of
the world’s transportation fuel, polluting
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Table 6–4. Automotive Sector Ranking in Advertising Spending,
United States and World, 1998

United States World Ad Spending
Rank Category Ad Spending Rank Category (excluding United States)

(million dollars) (million dollars)

1 Automotive 14,074 1 Automotive 9,904

2 Retail 11,572 2 Personal care 9,558

3 Movies and media 4,122 3 Food 5,225

4 Financial 3,850 4 Movies and media 2,449

5 Medicines 3,564 5 Medicines 1,573

SOURCE: “Total Measured U.S.Ad Spending by Category & Media in 1998” and “Measured Ad Spending by
Category,” Advertising Age, <adage.com/dataplace>, viewed 19 July 2000.
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local communities and changing the global
climate. Today, with the environmental and
social costs of road traffic well documented,
and with natural gas and renewable sources
of energy beginning to replace oil, we can
envision a new generation of transportation
systems. Cars, trucks, motorized carts, and
motorcycles could be cleaner, and cities and

towns could be made more attractive and
functional with integrated networks for
bicycles, bus, rail, and new types of transit.
People will need to work together to build
this future, and to confront those in gov-
ernment and industry with vested interests
in transportation systems that belong to the
last century.
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In October 1998, Hurricane Mitch
slammed into Central America, pummeling
Honduras, Nicaragua, El Salvador, and
Guatemala for more than a week. As the
powerful storm hung over the region, it
dumped as much as two meters (80 inches)
of rain. By the time it turned back out to
sea, some 10,000 people had died, making
Mitch the deadliest Atlantic storm in 200
years. Conservative estimates place the cost
of damage to the region at around $8.5 bil-
lion—higher than the combined gross
domestic product (GDP) of Honduras and
Nicaragua, the two nations hardest hit. The
storm set back development in the region
by decades.1

But Central America is not the only
region to experience such devastation in
recent years. In fact, the 1990s set a new
record for disasters worldwide. During the
decade just over $608 billion in economic
losses was chalked up to natural catastro-
phes, more than during the previous four
decades combined.2

In 1998–99 alone, over 120,000 people

were killed and millions were displaced
from their homes. In India, 10,000 people
lost their lives in a 1998 cyclone in Gujarat;
the following year as many as 50,000 died
when a “supercyclone” hit Orissa. Vast for-
est fires raged out of control in Brazil,
Indonesia, and Siberia. Devastating land-
slides in Venezuela caused over $3 billion in
losses and took more than 30,000 lives,
capping off the deadly decade.3

Ironically, the United Nations had desig-
nated the 1990s as the International
Decade for Natural Disaster Reduction,
hoping to stem the rising toll taken by nat-
ural disasters. Instead, the 1990s may go
down in history as the International Decade
of Disasters, as the world experienced the
most costly spate of floods, storms, earth-
quakes, and fires ever.

Around the world, a growing share of
the devastation triggered by “natural” dis-
asters stems from ecologically destructive
practices and from putting ourselves in
harm’s way. Many ecosystems have been
frayed to the point where they are no
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longer resilient and able to withstand natur-
al disturbances, setting the stage for
“unnatural disasters”—those made more
frequent or more severe due to human
actions. By destroying forests, damming
rivers, filling in wetlands, and destabilizing
the climate, we are unraveling the strands of
a complex ecological safety net. We are
beginning to understand just how valuable
that safety net is.

The enormous expansion of the human
population and our built environment in
the twentieth century means that more
people and more economic activities are
vulnerable. The migration of people to
cities and coasts also increases our vulnera-
bility to the full array of natural hazards.
And these human-exacerbated disasters
often take their heaviest toll on those who
can least afford it—the poor.

Ecologically, socially, and economically,
many regions are now vulnerable and ill pre-
pared for the onslaught of storms, floods,
and other hazards. Hurricane Mitch washed
away hillsides, sweeping up homes, farms,
roads, bridges, and people in massive mud-
slides and floods. Given that Central Ameri-
ca has some of the highest rates of
deforestation in the world—each year it
loses 2–4 percent of its remaining forest
cover, and Honduras alone has already
cleared half its forested land—the tragedy
should not really be all that surprising. The
pressures of poverty, population growth,
and inequitable land rights had forced more
and more people into vulnerable areas such
as steep hillsides and unprotected riverbanks.
Further, when crippling debt burdens con-
sume most of a nation’s budget and stall
development, few resources remain to
address these problems.4

To date, much of the response to disas-
ters has focused on improving weather pre-
dictions before the events and providing

cleanup and humanitarian relief afterwards,
both of which have without doubt helped
save many lives. Yet much more can be
done. On average, $1 invested in mitigation
saves $7 in disaster recovery costs. Nature
provides many valuable services for free;
healthy and resilient ecosystems are shock
absorbers that protect against coastal
storms and sponges that soak up floodwa-
ters, for instance. We should take advantage
of these free services rather than undermine
them. In order to stem the ever rising social
and economic costs of disasters, we need to
focus on how to mitigate disasters by
understanding our own culpability, taking
steps to reduce our vulnerability, and man-
aging nature more wisely.5

Counting Disasters
During the twentieth century, more than
10 million people died from natural cata-
strophes, according to Munich Re, a rein-
surer that undertakes global data collection
and analysis of these trends. Its natural cat-
astrophe data include floods, storms, earth-
quakes, fires, and the like. Excluded are
industrial or technological disasters (such as
oil spills and nuclear accidents), insect infes-
tations, epidemics, and most droughts.6

While some 500–700 natural disaster
events are recorded every year, only a few
are classified by Munich Re as “great”—nat-
ural catastrophes that result in deaths or
losses so high as to require outside assis-
tance. Over the past 50 years there has been
a dramatic increase in this type of disaster. In
the 1950s there were 20 “great” catastro-
phes, in the 1970s there were 47, and by the
1990s there were 86. (See Figure 7–1.)7

During the last 15 years, nearly 561,000
people died in natural disasters. Only 4 per-
cent of the fatalities were in industrial coun-
tries. Half of all deaths were due to floods.
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(See Figure 7–2). Earthquakes were the
second biggest killer, claiming 169,000
lives. Between 1985 and 1999, 37 percent
of the events were windstorms, 28 percent
floods, and 15 percent earthquakes. Events
such as fires and landslides accounted for
the remaining 20 percent.8

Asia has been especially hard hit. The
region is large and heavily populated, par-
ticularly in dangerous coastal areas. There is
frequent seismic and tropical storm activity.
Its natural and social vulnerability is borne
out by the statistics. Between 1985 and
1999, Asia suffered 77 percent of all deaths,
90 percent of all homelessness, and 45 per-
cent of all recorded economic losses due to
disasters.9

As tragic as the death toll of recent years
is, in earlier decades and centuries it was not
uncommon to lose hundreds of thousands
of lives in a single great catastrophe. In the
last 20 years, however, there has been only
one such event—the cyclone and storm
surge that hit Bangladesh in 1991 and took
139,000 lives. Still, in the last decade over
2 billion people worldwide have been
affected by disasters.10

Early warnings and disaster preparedness

have been a significant factor in
keeping the death toll of recent
decades from reaching even higher.
So, too, have advances in basic ser-
vices, such as clean water and sanita-
tion. Following disasters, the
life-saving benefits are apparent.
According to the Chinese govern-
ment, 90 percent of the 30,000
deaths from floods in 1954 were a
result of communicable diseases like
dysentery, typhoid, and cholera that
struck in the following weeks and
months. After the 1998 Yangtze
flood, in contrast, no such epidemics
were reported (although diarrheal
diseases remained a problem).11

Worldwide, floods cause nearly one third
of all economic losses, half of all deaths, and
70 percent of all homelessness. Damaging
floods have become more frequent and
more severe. They are the type of disaster
that people have the greatest hand in exac-
erbating. In China’s Hunan province, for
instance, historical records show that
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whereas in early centuries flooding occurred
once every 20 years or so, it now occurs 9
out of every 10 years. In Europe, flooding
on the Rhine River has worsened as a result
of changes in the way the river is managed.
At the German border town of Karlsruhe,
prior to 1977 the Rhine rose 7.62 meters
above flood level only four times since
1900. Between 1977 and 1995 it reached
that level 10 times.12

Although there has been some success in
reducing the death toll, the financial toll of
disasters has reached catastrophic propor-
tions. Measured in 1999 dollars, the $608
billion in economic losses during the 1990s
was more than three times the figure in the
1980s, almost nine times that in the 1960s,
and more than 15 times the total in the
1950s. The biggest single year for losses in
history was 1995, when damages reached
$157 billion. An earthquake in Kobe,
Japan, accounted for more than two thirds
of that total. For weather-related disasters,
1998 was the biggest year on record, at
nearly $93 billion in recorded losses, with
China’s Yangtze river flood absorbing more
than a third of this total.13

The economic losses measured usually
include insured property losses, the costs of
repairing public infrastructure like roads and
power, and some crop losses. Such direct
losses are the easiest to measure. But the
tally rarely includes indirect or secondary
impacts, such as the costs of business failures
or interruptions, suicide due to despair,
domestic violence, human health effects, or
lost human and development potential.
Losses in developing countries are particu-
larly undercounted. Damage figures also
exclude the destruction of natural resources.

During the last 15 years, Asia sustained
45 percent of the world’s economic losses
to disasters, North America 33 percent, and
Europe 12 percent. (See Figure 7–3.) Rural

areas and developing nations are in general
underrepresented in global disaster data, as
reporting systems tend to be weaker. Africa
is particularly underrepresented because it
is rarely hit by major storms or earthquakes.
Most of the disasters in Africa are smaller,
or are slow-onset disasters, like droughts,
that are not counted in the global tallies.
The region also has less infrastructure and
capital exposure.14

Economic losses can be especially devas-
tating to poor countries. As in Honduras
and Nicaragua after Hurricane Mitch, disas-
ter losses often represent a large share of the
national economy. While the wealthiest
countries sustained 57.3 percent of the
measured economic losses to disasters
between 1985 and 1999, this represented
only 2.5 percent of their GDP. (See Figure
7–4.) In contrast, the poorest countries
endured 24.4 percent of the economic toll
of disasters, which added up to a whopping
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13.4 percent of their GDP, further increas-
ing their vulnerability to future disasters.
And in the poorest countries, little if any of
the losses are insured. Worldwide, only one
fifth of all disaster losses were insured. The
vast majority of insured losses, some 92 per-
cent, were in industrial nations. Finding a
way to provide a financial safety net for
developing countries is of critical impor-
tance.15

The quickly rising economic toll and the
troubling increase in the number of major
catastrophes that overwhelm nations pro-
vide clear evidence that a new way of man-
aging nature and ourselves is in order.

Ecological Vulnerability
There is an important distinction between
natural and unnatural disasters. Many
ecosystems and species are adapted to nat-
ural disturbance, and indeed disturbances
are necessary to maintain their health and
vitality, and even their continued existence.
Many forests and grasslands, for instance,
are adapted to periodic natural fires, and
need them to burn off dead vegetation,

restore soil fertility, and release
seeds.

Likewise, river systems need peri-
odic flooding, and plants and ani-
mals across the landscape are
adapted to this regime. Fish use the
floodplain as a spawning ground
and nursery for their young. Some
fish consume and disburse seeds,
which can sustain them for an entire
year. Many plants need the flood
period to germinate and absorb
newly available dissolved nutrients.
Migratory birds also rely on the
bounty that floods bring. Soils, too,
benefit from the regular addition of
nutrients and organic matter, and

underground aquifers are refilled as flood-
waters are slowly absorbed into the ground.
By disrupting the natural flooding regime,
we cut off the interactions between a river
and its surrounding landscape—interactions
that make them more diverse and produc-
tive. Indeed, natural flooding is so beneficial
that some of the biggest fish and crop har-
vests come the year after a flood. Little won-
der that floodplains and deltas have
attracted human settlement for millennia
and been the cradles of civilizations.16

Not every natural disturbance is a disas-
ter, and not every disaster is completely nat-
ural. We have altered so many natural
systems so dramatically that their ability to
bounce back from disturbance has been
greatly diminished. Deforestation impairs
watersheds, raises the risk of fires, and con-
tributes to climate change. Destruction of
coastal wetlands, dunes, and mangroves
eliminates nature’s shock absorbers for
coastal storms. Such human-made changes
end up making naturally vulnerable areas—
such as hillsides, rivers, coastal zones, and
low-lying islands—even more vulnerable to
extreme weather events. 
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Droughts, and the famines that often
follow, may be the most widely understood
example of an unnatural disaster. They are
triggered partly by global climate variability
and partly by resource mismanagement
such as deforestation, overgrazing, and the
overtapping of rivers and wells for irriga-
tion. Considered slow-onset events,
droughts are not as well reported as rapid-
onset events like storms and floods, nor are
they usually included in disasters data. Yet
they affect major portions of Africa and Asia
and are likely to continue worsening in the
coming years.

Human settlements, too, have become
less resilient as we put more structures,
more economic activity, and more people in
vulnerable places. Our usual approach to
natural disturbances is to try to prevent
them through short-sighted strategies using
methods that all too often exacerbate them.
Dams and levees, for example, change the
flow of rivers and can increase the frequen-
cy and severity of floods and droughts.

China’s Yangtze River dramatically
shows the consequences of the loss of
healthy ecosystems. The flooding in 1998
caused more than 4,000 deaths, affected
223 million people, inundated 25 million
hectares of cropland, and cost well over $36
billion. Heavy summer rains are common in
southern and central China, and flooding
often ensues. But in 1998, as the floodwa-
ter continued to rise, it became clear that
other factors besides heavy rains were at
play. One influence was the extensive defor-
estation that had left many steep hillsides
bare. Indeed, in the past few decades 85
percent of the forest cover in the Yangtze
Basin has been cleared by logging and agri-
culture. The loss of forests, which normally
intercept rainfall and allow it to be absorbed
by the soil, permitted water to rush across
the land, carrying valuable topsoil with it.

As the runoff raced across the denuded
landscape, it caused floods.17

In addition, the Yangtze’s natural flood
controls had been undermined by numer-
ous dams and levees, and a large proportion
of the basin’s wetlands and lakes, which
usually act as natural “sponges,” had been
filled in or drained. The areas previously left
open to give floodwaters a place to go have
filled instead with waves of human settle-
ments. All these changes reduced the capac-
ity of the Yangtze’s watershed to absorb
rain, and greatly increased the speed and
severity of the resulting runoff.18

Chinese government officials initially
denied that the Yangtze floods were any-
thing but natural, claiming that the flood-
ing was caused by El Niño. But as the
disaster toll added up, the State Council
finally recognized the human element. It
banned logging in the upper Yangtze
watershed, prohibited additional land recla-
mation projects in the river’s floodplain,
and stepped up efforts to reforest the water-
shed.19

Flooding and landslides following defor-
estation are not limited to developing coun-
tries. In the U.S. Pacific Northwest, where
hundreds of landslides now occur annually,
a study found that 94 percent of them orig-
inated from clearcuts and logging roads.
The torrents of water and debris from
degraded watersheds caused billions of dol-
lars in damage in 1996 alone.20

Paradoxically, clearing forests also exac-
erbates drought in dry years by allowing the
soil to dry out more quickly. Such droughts
helped fuel the record-breaking fires in
Indonesia and Brazil in 1997–98. These
massive fires occurred in tropical forests
that are normally too moist to burn. But
when fragmented by logging and agricul-
tural clearing, the forests dried to the point
where fires set deliberately to clear land
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were quickly able to spread out of control.
In Indonesia, industrial timber and palm oil
plantation owners took advantage of a
severe El Niño drought to expand their
areas and in 1997–98 burned at least 9.8
million hectares, an area the size of South
Korea.21

The smoke and haze from Indonesia’s
fires choked neighboring countries, affect-
ing about 70 million people. The econom-
ic damage to the region has been
conservatively estimated at about $9.3 bil-
lion. Schools, airports, and businesses were
shut down. Many crops were lost to the
drought and fires, and the haze impaired
the pollination of other crops and wild
plants, the ecological repercussions of
which will unfold for many years. If harm to
fisheries, biodiversity, orangutans, and
long-term health were included, the dam-
age figure would be far higher.22

Sumatra and Kalimantan, the provinces
where most of the 1997–98 fires occurred,
have lost up to 30 percent of their forest
cover to exploitation and fire in just the last
15 years. One of the first smoke signals that
indicated that the forests were in trouble
due to forest exploitation policies was dur-
ing another El Niño year, 1982–83, when
3.2 million hectares burned in Kalimantan.
In 1991, another half-million hectares
burned, and in 1994 almost 4.9 million
hectares went up in smoke. As Charles Bar-
ber and James Schweithelm put it in Trial
by Fire, a new study of Indonesia, “the fires
of 1997 and 1998 were just the latest symp-
tom of a destructive forest resource man-
agement system carried out by the Suharto
regime over 30 years.”23

In contrast to the human-made unnatur-
al disasters that should be prevented but are
not, considerable effort is spent trying to
stop natural disturbances that are actually
beneficial. The result is disasters of unnat-

ural proportions. In the United States, for
example, fire suppression has long been the
policy, even in ecosystems that are fire-
adapted. The result has been the buildup of
debris that fuels very hot fires capable of
destroying these ecosystems—and the
homes that are increasingly built there. The
well-publicized 2000 fire season is a telling
example of the consequences of such
wrongheaded policies.24

Likewise, a common response to floods
is to try to prevent them by controlling
rivers. But contrary to popular belief, con-
taining a river in embankments, dams,
channels, reservoirs, and other structures
does not reduce flooding. Instead, it dra-
matically increases the rate of flow, and
causes even worse flooding downstream.
The Rhine River, for example, is cut off
from 90 percent of its original floodplain in
its upper reaches, and flows twice as fast as
before. Flooding in the basin has grown
significantly more frequent and severe due
to increased urbanization, river engineer-
ing, and poor floodplain management.25

The Great Midwest Flood of the upper
Mississippi and Missouri rivers in 1993 pro-
vided another dramatic and costly lesson on
the effects of treating the natural flow of
rivers as a pathological condition. The flood
was the largest and most destructive in
modern U.S. history. It set records for
amounts of precipitation, upland runoff,
river levels, flood duration, area of flooding,
and economic loss. Financial costs were esti-
mated at $19 billion. The floodwaters
breached levees spanning nearly 10,000
kilometers. In hindsight, many now realize
that the river was simply attempting to
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reclaim its floodplain. Not surprisingly,
1993 was a record spawning year for fish as
the river was restored, temporarily, to more
natural functioning.26

Today’s problems reflect the cumulative
impacts of more than a century of actions
by public and private interests to expand
agriculture, facilitate navigation, and con-
trol flooding on the Mississippi and its trib-
utaries. Nearly half of the 3,782-
kilometer-long Mississippi flows through
artificial channels. Records show that the
1973, 1982, and 1993 floods were substan-
tially higher than they might have been
before structural flood control began in
1927 after a major flood.27

Throughout the huge Mississippi River
basin, the construction of thousands of lev-
ees, the creation of deep navigation chan-
nels, extensive farming in the floodplain,
and the draining of more than 6.9 million
hectares of wetlands (more than an 85-per-
cent reduction in some states) have cut into
the ability of the Mississippi’s floodplains to
absorb and slowly release rain, floodwater,
nutrients, and sediments. Separating fish
from their floodplain spawning grounds
and upstream reaches has virtually eliminat-
ed some species and caused many others 
to decline. The commercial fish catch in 
the river has fallen 83 percent over the past
50 years.28

Flood control and navigation structures
have also adversely affected the Mississippi
Delta and the Gulf of Mexico. Because
these structures trap sediments rather than
allow them to be carried downstream to

replenish the delta, as they have done for
millennia, the coastal areas are actually sub-
siding as water inundates wetlands and
threatens coastal communities and produc-
tive fisheries.29

The management and policy changes
begun after the 1927 flood have had other
perverse effects. One was to shift the cost
and responsibility for flood control and
relief from the local to the federal level.
Another was to encourage people, farms,
and businesses to settle in vulnerable areas
with the knowledge that they would be
bailed out of trouble at taxpayer expense.30

The government also fostered settlement
in vulnerable areas by providing crop insur-
ance and crop price guarantees, and by pay-
ing for most of the cost of levees. The net
result is that farming the land in the former
river channel is profitable only with regular
federal payments for flood damage.31

In 1968, Congress created the National
Flood Insurance Program (NFIP) to cover
flood-prone areas that private insurers
deemed too risky. Unfortunately, this led 
to rebuilding in many of these areas. Near-
ly half of the payments for flood claims
went to the repeat flood victims who
account for less than 1 percent of the poli-
cyholders. And for those without flood
insurance, emergency relief aid was repeat-
edly provided, further contributing to the
cycle of losses.32

The 1993 Mississippi flood’s human and
economic costs, combined with its benefits
to the ecosystem’s functions, inspired a
rethinking of the way large rivers are man-
aged. After the flood, a federal task force
recommended ending the nation’s over-
reliance on engineering and structural
means for flood control in favor of flood-
plain restoration and management. It
emphasized managing the river as a whole
ecosystem rather than as short segments.
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Other reforms to the NFIP have been 
promoted by a wide range of groups (from
floodplain managers to insurance compa-
nies and environmental groups) to reduce
repeated flood losses, save taxpayer 
dollars, and restore the health of the Missis-
sippi basin.33

On the other side of the globe,
Bangladesh suffered its most extensive
flood of the century in the summer of
1998, when two thirds of the country was
inundated for months. Annual floods are a
natural and beneficial cycle in this low-lying
coastal nation, which encircles the mean-
dering deltas of the Ganges, Brahmaputra,
and Meghna Rivers. The people of
Bangladesh have long adapted their hous-
ing, land use patterns, and economic activi-
ties to these “barsha” or beneficial floods.
However, 1998 brought a “bonna” or dev-
astating flood. Floodwaters reached near-
record levels and did not recede for
months. All told, 1,300 people died, 31
million people were left temporarily home-
less, and 16,000 kilometers of roads were
heavily damaged. Overall damage estimates
exceed $3.4 billion—or 10 percent of the
nation’s GDP.34

A number of factors precipitated
Bangladesh’s bonna flood. Heavy rainfall
upriver in the Himalayas of north India and
Nepal, some of which fell on heavily logged
areas, exacerbated the disaster, as did the
runoff from extensive development
upstream that helped clog the region’s
rivers and floodplains with silt and mud. In
the future, rising sea levels due to climate
change will make Bangladesh even more
vulnerable to flooding. This problem will
be made worse because large expanses of
stabilizing mangroves have been removed
from shores in recent years to make way for
shrimp ponds, exposing the coast to more
inundation.35

Further, a major reason that so much of
Bangladesh was submerged for so long was
that extensive embankments built in the last
10 years as part of the nation’s Flood
Action Plan actually prevented the drainage
of water. (The structures also dried out the
backwaters that once fertilized fields and
provided fish after the floods receded.)
While the Bangladeshi peasants look at
most floods as beneficial, engineers and
donors tend to see all flooding as a problem
to be solved by technical measures. As
researcher Thomas Hofer has noted, “when
it comes to perception of floods and their
danger, few heed the wisdom of villagers,
even though it is they who have to (mostly)
live with the flood.”36

Social Vulnerability
A number of factors make some places and
some people more vulnerable to natural
hazards. Growing concentrations of people
and infrastructure in vulnerable areas like
coasts, floodplains, and unstable slopes
mean that more people and economic activ-
ities are in harm’s way. While poor coun-
tries are more vulnerable, in every nation
some people and communities—notably
the very poor, women, and ethnic minori-
ties—are especially hard hit during and after
disasters. For poorer countries and poorer
people, disasters can take a disproportion-
ately large share of income and resources.
Misplaced development priorities and heavy
debt burdens can exacerbate disasters and
cripple recovery efforts, further hampering
development.

Two major global social trends of recent
decades have increased our vulnerability to
natural hazards: the migration of people to
coasts and cities, and the enormous expan-
sion of the built environment. Approxi-
mately 37 percent of the world’s
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population—more than 2 billion people—
lives within 100 kilometers of a coastline.
Coastal zones are especially vulnerable to
storms, high winds, flooding, erosion, tidal
waves, and the effects of inland flooding. In
the U.S. Gulf and Atlantic coasts, the areas
most vulnerable to hurricanes, 47 percent
of the population lives in coastal counties.
Between 1950 and 1991, a period of rela-
tively few hurricanes, the population of
South Florida exploded from under 3 mil-
lion people to more than 13 million. And
80 percent of this growth occurred in
coastal regions.37

Similarly, there has been explosive
growth of cities. Since 1950, the world’s
urban population has increased nearly four-
fold. Today, the urban population—almost
half the people in the world—is growing
three times faster than the rural population.
Many cities are also in coastal areas, further
compounding the risks. Of the world’s 19
megacities—those with over 10 million
inhabitants—13 are in coastal zones.38

As the built environment increases in
amount and density, potential losses
increase. As the World Disasters Report puts
it, “growing cities concentrate risk.” Urban
areas are dense concentrations of not only
people but also buildings, roads, rail lines,
pipelines, communications systems, and
water and sanitary services. The concentra-
tion of these “lifelines” means that a dis-
ruption in service can affect a very large
share of a region’s population and econom-
ic activity. The earthquake that rocked
Kobe, Japan, in 1995 killed 6,350 people
and cost over $100 billion, making it the
most expensive natural disaster in history. It

disrupted economic activity for months,
including vital shipping and railway lines.39

Urbanization also increases the risk of
flooding. When land is covered by impervi-
ous surfaces such as roads and roofs, the
frequency and severity of flash floods
increases. Urbanizing 50 percent of a
watershed can increase the frequency of
floods from once every 100 years to once
every 5 years.40

In much of the developing world, urban-
ization has additional dangers. Up to half
the people in the largest cities of the devel-
oping world live in unplanned squatter
colonies, which are often sited in vulnerable
areas such as floodplains and hillsides or
even garbage dumps. These poorer com-
munities are far less likely to have public
services such as water, sanitation, storm
drains, and health and emergency services.
As a result, when disasters strike, the resi-
dents are even worse off. After disasters
they have few, if any, resources to fall back
on to survive and rebuild.41

Whether in urban or rural areas, the
poorest and most marginalized suffer the
most. A disproportionate number of the
world’s poor live on the front line of expo-
sure to disasters. In Nicaragua, 80 percent
of those who lost their homes during Hur-
ricane Mitch were living at or below the
poverty line even before the storm.42

In Central America, the nations most
ravaged by Mitch—Guatemala, Honduras,
and Nicaragua—have a history of highly
inequitable distribution of land and wealth.
Such extreme poverty invites disaster. In
the Honduran capital of Tegucigalpa, one
neighborhood that slid into the Choluteca
River was home to vendors from the local
market who had cobbled together shanties
for lack of affordable housing. In the coun-
tryside, where prime agricultural land was
being used mostly to produce export com-
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modities such as bananas and coffee, subsis-
tence farmers had been forced onto steep
hillsides, where they were much more vul-
nerable to landslides.43

After the storm, half the people in Hon-
duras had lost their homes or been evacuat-
ed and 70 percent were without clean
water. More than 70 percent of the crops
were destroyed—in a nation where two
thirds of the workers are in agriculture,
which accounts for half of export revenue.
Nutrient-rich topsoil was also lost, and it
will be years before many fields can be reha-
bilitated and crops can bear fruit. Thou-
sands of land mines, planted during a
decade of civil conflict, were washed to
unknown locations.44

The United Nations estimated that
Mitch set the region’s development back by
20 years. The cost of rebuilding infrastruc-
ture in Honduras and Nicaragua alone was
estimated at nearly $9 billion. But far from
starting with a clean economic slate, Cen-
tral American nations face the impossible
task of rebuilding while paying the develop-
ment debt of previous decades. Already
over $10 billion in debt before the disaster,
Honduras and Nicaragua were together
paying $2.2 million a day simply to service
their existing debts.45

After Mitch, the World Bank quickly
arranged a large financial support package,
including $1 billion in new interest-free
credits for Nicaragua and Honduras, while
some lender countries agreed to forgive all
or part of their share of outstanding debt or
to delay repayment. Yet with the destruc-
tion of much of the infrastructure and
export capacity, these nations seem destined
to slip further into debt unless there is more
debt relief. (See Chapter 8.)46

In rich and poor nations alike, people liv-
ing on the edges of society and the econo-
my may be pushed over the edge when

disaster strikes. Simply put, disasters make
poverty worse. Community and family net-
works, which provide vital social security,
may unravel. For subsistence farmers—both
men and women—what little “insurance”
they have is in the form of seeds, tools, and
livestock, which are often lost along with
their crops. Laborers lose their incomes.
Squatters or illegal immigrants are usually
in high-risk locations to begin with. After
disasters, they often do not ask for help
because they may fear being evicted from
their settlement or deported. Illiterates can-
not read disaster notices and instructions.
Those who were homeless before the disas-
ter have no resources or social networks to
rely on, and are often invisible to govern-
ment agencies. Indigenous people often
have poor access to information and ser-
vices before disasters, and are less likely to
receive aid afterwards.47

Disasters can weaken the already vulner-
able position of women and children. As
one flood survivor put it, “life shatters
along existing fault lines.” Although needs
may differ, relief efforts rarely make distinc-
tions between men and women. Women
may need special medical assistance when
pregnant or lactating, or protection from
the increased male violence and aggression
that commonly occurs after disasters.
Women usually bear the weight of responsi-
bility for caring for children and the elderly,
yet few emergency efforts provide assistance
for these tasks. The disproportionate mal-
nourishment of women and children wors-
ens after disasters.48

As with development in general, men
tend to be seen as the family providers and
relief efforts focus on them to the exclusion
of women. “Food for work” jobs and agri-
cultural rebuilding often target men,
despite evidence that the food does not
always reach the home and is sometimes
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sold instead, whereas the food and money
that a woman works for are almost univer-
sally dedicated to her family’s needs. Most
relief and rebuilding efforts focus on major
infrastructure rather than on the priorities
of local people, such as affordable housing
or income-generating activities.49

Finally, planners rarely recognize that in
pre- and post-disaster situations, women
have different priorities and coping strate-
gies. They generally have less tolerance for
risk than men, so they are more likely to
prepare for hazards and to heed disaster
warnings and evacuation notices. After dis-
asters they are more likely to mobilize social
networks to find ways to meet the needs of
their family and the community. Men, on
the other hand, often cope by leaving the
disaster zone to find employment, in some
cases abandoning their families.50

The tendency to view all disaster victims
and their needs alike has a special danger for
the disabled and the elderly. In the hurri-
cane-vulnerable coastal communities of
North Carolina, for example, 12 percent of
residents have a physical or medical condi-
tion that impedes their ability to evacuate
their homes—a reality that evacuation plans
need to prepare for.51

While the “tyranny of the urgent” in 
disasters makes it easy to overlook gender
and social issues, doing so makes efforts far
less effective than they need be. Under-
standing social realities and vulnerabilities 
is as crucial for ensuring success of all phas-
es of disaster management—from prepared-
ness and response to recovery and

mitigation—as it is for achieving truly sus-
tainable development.52

The Politics and Psychology
of Disasters

Responding to disasters is a genuine human
reaction to the suffering of others. When
tragedy strikes, there is an almost reflexive
outpouring of help to try to feed, clothe,
and house those in distress. Yet long-term
rebuilding and disaster prevention efforts
rarely elicit the same level of empathy and
support. Among donors, governments, and
even humanitarian organizations, there is a
well-developed culture of response, but not
an underlying culture of mitigation. Within
the U.S. Office of Foreign Disaster Assis-
tance, for instance, only 11 percent of its
meager $155.4 million 1997 budget went
to mitigation and preparedness activities.53

When people contemplate the future
they “are typically unaware of all the risks
and choices they face. They plan only for
the immediate future, overestimate their
ability to cope when disaster strikes, and
rely heavily on emergency relief,” according
to Dennis Mileti, Director of the Natural
Hazards Center and author of Disasters by
Design. Even when they are aware of risks,
people are generally less likely to expend
effort and resources on something that
might happen, perhaps sometime in the
future, than they are to meet more immedi-
ate needs. For the very poor, these day-to-
day needs are pressing indeed.54

While the improved accuracy and dis-
semination of warnings has saved countless
lives, it can, ironically, foster a false sense of
safety, and, along with insurance, can
encourage people to build and live in risky
places. Increasingly sophisticated engineer-
ing allows people to wrongly assume that
nature can be controlled and thus they can

State of the World 2001

134

Increasingly sophisticated engineering
allows people to wrongly assume that
nature can be controlled and they can
be protected.



AVERTING UNNATURAL DISASTERS

be completely protected from hazards. In
many wealthy countries, such as the United
States, most people—rich and poor alike—
who choose not to invest in mitigation
measures (or even insurance) can do so with
a near certain knowledge that they will be
physically and financially rescued in the
event of an emergency. All this can lead to
unnecessary risk taking.

Just as individuals take calculated risks or
risks out of ignorance, so too do govern-
ments. In many areas of government,
including hazard management, short-term
thinking prevails. Preparing for and mitigat-
ing hazards often takes a back seat to other
priorities. Rescue and relief get much more
financial support—and have more political
appeal—than preparing for an event that
may not happen during a politician’s term
in office.

And yet the adage “an ounce of preven-
tion is worth a pound of cure” clearly
applies to disasters. The World Bank and
U.S. Geological Survey calculated that
global economic losses from natural disas-
ters could be reduced by $280 billion if just
one seventh that amount were invested in
preparedness and mitigation efforts. The
costs of disaster preparedness and mitiga-
tion can be far less than the costs of disaster
relief and recovery.55

Disasters can focus attention on the
many failures in preparation and response.
The aftermath of Hurricane Mitch, for
instance, brought to light Central Ameri-
ca’s inadequate disaster preparedness.
Despite the fact that the region has been
repeatedly hit by hurricanes, earthquakes,
and tidal waves, it seems that none of the
lessons of those events were learned and
applied before Mitch—or since.
Nicaragua’s government, especially the
president, was criticized for failing to
declare a state of emergency in the early

days of the storm. National emergency
planning did not start until days after the
storm began, during which time the presi-
dent repeatedly denied there was a crisis.
Early warnings and evacuations could have
saved people in the villages around the Las
Casitas volcano. After seven days of pound-
ing rains the side of the volcano slid away,
killing more than 1,400 people—the worst
single incident of Mitch.56

In India, the cyclone and tidal wave that
hit the desert region of Gujarat and killed
10,000 people in 1998 was predicted by
the federal government, but the warnings
were not disseminated by local authorities.
Some have even said that there was little
political will to expend effort warning polit-
ically powerless people in the region.57

When a supercyclone hit Orissa, India, in
late 1999, the official response was decid-
edly mixed. Though some sectors, such as
public health, responded admirably, in gen-
eral the government’s reaction was disjoint-
ed and often ineffective. The confusion
meant that the people hit hardest by the
storm suffered for many days without relief.
All told, as many as 50,000 died, 20 million
were left homeless, and more than 1 million
families lost their means of support. The
lack of coastal management plans or an
effective emergency communication net-
work also help explain why this cyclone was
so destructive compared with similar storms
that strike elsewhere. Even a neighboring
Indian state was more prepared than Oris-
sa—just a month earlier, Andhra Pradesh
managed to evacuate 1 million coastal
dwellers to 1,000 cyclone shelters during
another storm, while for the supercyclone
Orissa evacuated only 150,000 people, and
had only 21 shelters for evacuees. Andhra
Pradesh had applied the lessons learned in
three almost equally large cyclones: in
1974, 10,000 people died in a similar
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storm; in 1991, 1,000 people died; in
1996, just 60 people were killed.58

The failure of governments to develop 
or enforce adequate land use plans and
building codes, even after multiple disasters,
can also have devastating consequences. 
In earthquake-prone Turkey, as elsewhere,
rapid urbanization in recent decades led to 
a housing crisis. To alleviate the crunch, 
15 “building amnesties” were granted 
since 1950 that legalized illegal construc-
tion. Before the 1999 earthquakes, these
amnesties were seen as a great populist ges-
ture. Afterward, corrupt building contrac-
tors and local officials were denounced as
“murderers” in newspaper headlines. While
many poorly constructed apartment blocks,
some as far away as 100 kilometers, turned
into tombs, other properly constructed
buildings at the quake’s epicenter survived.59

Turkey is not alone in facing this type of
problem. In many cities in developing
countries, more than half of all homes are
technically illegal. They are poorly con-
structed, sited, and served. In Honduras,
the government has failed to enforce zon-
ing laws introduced after Hurricane Mitch.
Not all poorly located buildings are inhab-
ited by the poor, either. In Venezuela, the
1999 landslides that claimed 30,000 lives
hit luxury apartment high-rises built at the
foot of landslide-prone slopes as well as
more modest dwellings.60

Even in the industrial world, building in
risky locations—from the cliffs of California
to the barrier islands of the Carolinas and
the mountains of Italy—is a widespread
practice and problem. Sometimes it is even
subsidized. Hazard mitigation codes can
make buildings safer, but they must be
enforced. If the State of Florida’s codes had
been upheld, for instance, more than 25
percent of the damage from Hurricane
Andrew in 1992 could have been avoided.

(Most of the damage from the hurricane
was not from houses blowing away but
from massive water damage due to broken
roofs or windows.) For communities that
lack the technical expertise to develop their
own, model codes and standards can pro-
vide guidance.61

Ineffective development and enforce-
ment of building codes are not the only
governance problems faced by hazard-
prone communities. According to the
World Disasters Report: “Corruption and
vested interests in and around government
play a large role in many of the long-term
precursors to disaster. Mafia organizations
have been implicated in the widespread
construction of illegal housing in disaster-
prone areas of Italy. Timber smuggling car-
tels with political connections on the
porous borders of Pakistan and Afghanistan
are denuding and destabilizing mountain
slopes in earthquake zones.”62

In Indonesia, not only did former presi-
dent Suharto’s government turn a blind eye
to timber and palm oil plantation owners
(many of whom were his cronies) who were
illegally using fire to clear forest to expand
their operations, but some of the 1997–98
fires were set as part of the government’s
own misguided program to turn 1 million
hectares of peat swamp into an agricultural
settlement. Early on, the government tried
to blame the rural poor for setting the fires
that swept the country, despite satellite
images tracing almost all the blazes to cor-
porate plantations and timber concessions.
When the government finally admitted who
the real culprits were, little or nothing was
done to stop them. Nor was anything done
to help the millions who lost their homes
and livelihoods or were sickened by the
haze, while the nongovernmental organiza-
tions (NGOs) that stepped in to provide
services were criticized.63
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Governments should beware, as the fail-
ure to prepare for and respond to disasters
can have political repercussions. In Indone-
sia, Suharto was finally ousted when out-
rage over the Asian financial crisis and the
massive fires fanned the flames of wide-
spread opposition to the regime’s corrupt
and authoritarian rule. In the elections fol-
lowing the Orissa disaster in India, the
incumbent party was ousted by voters
angry over the governments’ apathy,
bungling, and corruption.64

Fostering Resilience in 
Nature and Communities

The ever-rising human and economic toll of
disasters provides clear evidence that a shift
is needed in our coping strategies. This shift
is all the more urgent if the current trends
that make us vulnerable continue: the con-
centration of people and infrastructure in
cities and along coasts, and growing pres-
sure on ecosystems. The looming prospect
of climate change and sea level rise can only
exacerbate these troubling trends.

Scientists project that in the future the
weather is likely to become more erratic
and extreme as a result of climate change.
Warmer ocean waters, for example, can fuel
stronger storms. Many of today’s disasters
are also fueling climate change. The fires
that ravaged Indonesia’s forests and peat
swamps in 1997–98 produced a third of the
carbon pumped into the atmosphere by
human activities during that time.65

It is already clear that sea levels are rising.
During the last century, they rose about 20
centimeters and they are projected to rise
another 50 centimeters by 2100. The
British Meteorological Office and others
have calculated that with uncontrolled cli-
mate change the number of people at risk of
flooding “will increase ten-fold by 2080.”

Coastal cities, river deltas, and small islands
will be especially vulnerable. Major river
deltas like Bangladesh, the Amazon, and
the Mississippi would be at risk. Some small
island nations may see their national territo-
ry disappear. Rising sea levels could even
flood the New York City subway system and
turn parts of the metropolitan area into
wetlands.66

Many like to blame “the weather” or
“the climate,” and use them as convenient
excuses for inaction. But it is important to
recognize that irrespective of any potential
climate change dimension, we continue to
put more people and more “stuff”—build-
ings, bridges, cities, and power plants—in
harm’s way and have weakened nature’s
ability to mitigate hazards. Equally impor-
tant is understanding that just as our devel-
opment choices have made the threats
worse, we have the power to make better
choices.

There is a growing awareness that disas-
ter response and recovery—the traditional
mainstays of past efforts—are not enough,
and that mitigation actions are needed to
reduce the impacts of natural disasters. The
need for a new direction in policies toward
disasters is evident in the rising costs of these
events to government treasuries. In the
United States, for example, between 1970
and 1981 domestic disaster assistance cost
the federal government $3.8 billion. But for
1989–94, a period half as long, the bill
topped $34 billion.67

While we cannot do away with natural
hazards, we can eliminate those that we
cause, minimize those we exacerbate, and
reduce our vulnerability to most. Doing
this requires healthy and resilient communi-
ties and ecosystems. Viewed in this light,
disaster mitigation is clearly part of a broad-
er strategy of sustainable development—
making communities and nations socially,
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economically, and ecologically sustainable. 
How can communities and nations begin

to mitigate disasters and reduce the human
and economic toll? They can make sure that
they understand their risks and vulnerabili-
ties. They can use this knowledge to ensure
that their development efforts do not inad-
vertently increase the likelihood and severi-
ty of disasters. To the extent possible,
people and structures should be located out
of harm’s way. When hazards are unavoid-
able, development can be made to with-
stand them—for example, buildings in
earthquake zones should be designed to
weather earthquakes. Disaster prepared-
ness, too, is an integral part of saving lives
and lowering the economic toll. And every
segment of the community needs to be
actively engaged in planning and imple-
menting disaster mitigation efforts.

Identifying and delineating natural
resources (like watersheds and floodplains),
hazards (such as flood zones), vulnerable
infrastructure (such as buildings, power
lines, and bridges), as well as vulnerable
communities and resources—and doing so
at scales that are meaningful to communi-
ties and decisionmakers—is an essential
step. Yet hazard mapping is incomplete,
outdated, or non-existent in many commu-
nities and nations. Even most U.S. flood
maps are more than 20 years old, and most
other hazards are not mapped at all. Maps
do not show the areas that would be flood-
ed in the event of a dam or levee failure, or
that are at risk from coastal erosion—
despite the fact that in the next 60 years, 25
percent of homes within 500 feet of U.S.

shorelines are projected to be lost to coastal
erosion.68

A critical part of good land use planning
is maintaining or restoring healthy ecosys-
tems so they can provide valuable services.
China, for example, now recognizes that the
forests are more valuable for flood control
and water supply than they are for timber.
Ecosystem restoration and rehabilitation can
be effective tools in hazard mitigation. An
extensive study by the U.S. National
Research Council recommended these tools
to solve water quality, wildlife, and flooding
problems at minimal cost and disruption.
Restoring half of the wetlands lost in the
upper Mississippi Basin would affect less
than 3 percent of the agricultural, forest, or
urban land, yet it could prevent a repeat of
the flood that drowned the heartland in
1993. Allowing more of the natural flood-
plain to function can reduce the impact of
future floods on human settlements and
economic activities.69

In the past, making communities safe
was seen as the job of engineers, who, for
instance, would apply structural solutions to
flood control and coastal storms—a costly
and often unsuccessful approach. As noted
earlier, many of these structures have ironi-
cally contributed to a false sense of security
and to magnifying the hazard. Many of
them are now reaching the end of their life
span and should be decommissioned.

Instead of relying on structural engineer-
ing, the time has come to tap nature’s engi-
neering techniques—using the services
provided by healthy and resilient ecosys-
tems. Dunes, barrier islands, mangrove
forests, and coastal wetlands are natural
shock absorbers that protect against coastal
storms. Wetlands, floodplains, and forests
are sponges that absorb floodwaters.
Nature provides these valuable services for
free, and we should take advantage of them
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rather than undermining them.
There is still a role for traditional engi-

neering. Buildings and bridges can be made
to better withstand natural hazards. By
ensuring that structures can withstand
earthquakes of a certain magnitude, or
winds of a certain speed, many lives and
dollars could be saved.70

Making communities safer does not have
to be high tech or high cost. In Maharastra,
India, “barefoot” engineers and builders
helped introduce new and safer building
techniques during post-earthquake recon-
struction. In many flood-adapted cul-
tures—like in the Amazon or Mekong—
houses sit on stilts above the high water
mark or float up and down with the water
levels. In Bangladesh, communities build
and maintain raised mounds where they can
go for safety during floods. The mound
usually has a safe drinking-water well and a
school or other community structure, pro-
viding a safe haven and an incentive for the
community to maintain it. Active commu-
nity participation in planning and imple-
mentation of all levels of disaster mitigation
and recovery is essential.71

Basic community services have added
benefits during disasters. As noted earlier,
China credits improved sanitation with vir-
tually eliminating the post-disaster epi-
demics of waterborne diseases that
frequently used to kill more people than the
disaster itself. 

Communities can also act to reduce the
“hidden hazards” that can create a “disaster
after the disaster.” After Hurricane Floyd hit
North Carolina in 1999, for example, the
contents of open waste ponds of industrial
hog farms spread out over the landscape in
the floodwaters. Chemical plants and other
industrial sites also present special hazards
during natural disasters. Ensuring safe con-
tainment of these facilities can save many

lives and much money in post-disaster
cleanup efforts. Among the most frighten-
ing and deadly hidden hazards are the land
mines that are washed by floodwaters to new
and unmapped locations, as has happened in
Mozambique and Central America.72

In recent decades, great strides have
been made in predicting extreme weather
events and disseminating warnings. In
1992, warnings and timely evacuations
were a major factor in limiting to 15 the
number of deaths caused by Andrew, the
costliest hurricane in U.S. history (at $30
billion). A comprehensive preparedness sys-
tem has helped reduce the loss of life in
Bangladesh, 90 percent of which is vulner-
able to cyclones. Tens of thousands of com-
munity volunteers, working in teams of 10
men and 2 women, provide warnings, evac-
uation, search and rescue, and other emer-
gency assistance—often at risk to their own
lives. They are credited with saving 30,000
people in the powerful 1991 cyclone and
countless others in recent events.73

Getting the right information to the
right people at the right time remains an
enormous challenge. Sometimes informa-
tion is too technical to be useful or in the
wrong language. Radio, television, satel-
lites, computers, and the Internet can be
very effective in expanding dissemination,
yet much of the world is still without access
to many of these technologies. Expanding
effective early warning systems should con-
tinue to be a high priority.74

Sustainable mitigation must be an inte-
gral part of local and international develop-
ment plans. Governments have a role to
play in investing in hazard and risk assess-
ments and in developing databases on loss-
es, mitigation efforts, and social data. They
can establish land use policies, limit subsi-
dization of risk and destructive activities,
use incentives to encourage sound land use
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and sustainable hazard mitigation, and
encourage collaboration between agencies
and civil society.75

Governments and civil society must also
ensure the rule of law—without it, the social
and ecological unraveling that precipitates
and exacerbates disasters is far more likely.
The fires in Indonesia provide a textbook
case on the consequences of corruption and
lawlessness. Russia may be unwittingly set-
ting the stage for future disasters by allow-
ing massive and poorly regulated logging in
its Far East. Since China enacted its much
needed logging ban in 1998 to restore the
health of the flood-ravaged Yangtze basin,
the impacts of logging have shifted to
neighboring countries like Russia.76

Private and public insurers can help
reduce hazard losses by providing informa-
tion and education as well as incentives that
encourage mitigation and disincentives to
discourage building in hazard-prone places.
Insurers have been active participants in the
climate change debate, as they recognize
the huge potential impacts of climate
change on their industry. For most of the
developing world, insurance is not avail-
able. Providing some sort of financial safety
net is a large and unmet need.77

The publicly funded U.S. National
Flood Insurance Program provides insur-
ance in communities that adopt a set of
minimum standards for floodplain manage-
ment. Reduced insurance premiums are
provided for communities that undertake
activities (such as flood mapping, prepared-
ness, public information, and so forth) that
exceed minimum standards. While there
have been some changes in the program,
much more could be done. Currently,
because erosion hazards are not mapped,
homeowners in erosion-prone areas pay the
same flood insurance rates as those in no-
risk areas. The NFIP also reimburses com-

munities for “beach nourishment”: the
costly, futile, and potentially destructive
practice of regularly plowing sand from the
ocean up to the beach. In the future, NFIP
rates could be raised and coupled with land
use controls such as mandatory set-backs
from hazardous zones.78

Donors can provide leverage and
resources to promote development policies
that include disaster mitigation. As noted,
every dollar spent on disaster preparedness
saves $7 in disaster-related economic loss-
es—a great return on investment. Consid-
ering the social and ecological losses that
are also prevented, the return is far higher.79

Unfortunately, overall foreign aid bud-
gets are small, and disaster prevention allo-
cations are minuscule. At the 1992 Earth
Summit, the Group of Seven industrial
countries made a commitment to provide
0.7 percent of their GDP in aid, yet five
years later they had managed to come up
with only 0.2 percent. (If they had met
their target, it would have added $155 bil-
lion to aid funds.) Of the aid that they do
provide, what is spent for emergency assis-
tance is painfully small. In 1997 it was less
than 7 percent of bilateral aid. The amount
spent for mitigation was far lower.80

Better coordination of emergency and
development efforts within and among
agencies is needed. In the United Nations,
for instance, weather forecasting, humani-
tarian relief, food relief, and disaster pre-
paredness and mitigation are each in
separate agencies. Some donors are begin-
ning to integrate these functions, a step that
can help mainstream mitigation. The World
Bank recently launched the ProVention
consortium, in partnership with govern-
ments, intergovernmental organizations,
private insurance companies, universities,
and NGOs. Yet within the Bank, disaster
and development are still largely segregated,
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and neither seems to influence the onerous
debt demands of the World Bank, the Inter-
national Monetary Fund (IMF), and other
lenders on disaster-stricken countries.81

Donors and lenders also have the oppor-
tunity and the obligation to resolve the
debt burden that cripples many nations.
(See also Chapter 8.) The huge amount of
money needed for both immediate disaster
relief and long-term reconstruction in Cen-
tral America after Hurricane Mitch and in
Mozambique after Cyclone Eline focused
attention on the growing problem of debt.
Many question how these nations can real-
istically be expected to provide for their cit-
izens and rebuild while repaying mounting
foreign debt, especially since much of their
capacity to generate revenue was wiped out
by the storm. Before the disaster, Honduras
owed $4.7 billion in external debt and
Nicaragua owed $5.7 billion. In Nicaragua,
per capita GNP was less than $400, while
even before Mitch, each person’s share of
foreign debt was nearly three times that.82

A few months after floods and cyclones
ravaged Mozambique, affecting nearly 5
million people, donor nations pledged
$453 billion to fully fund its reconstruc-
tion. While Mozambique has received some
measure of debt relief, debt elimination is
what is needed.83

Much of the heralded post-Mitch “debt
relief” involves simply postponing payments
and supplying more loans (and therefore
debt). The skepticism that met most credi-
tor initiatives was summed up by the
Roman Catholic Archbishop of Tegucigal-
pa, Oscar Andres Rodirigues, who likened
the lender’s moratorium on debt repayment
to a “stay of execution.”84

Indeed, the debt and structural adjust-
ment programs of recent decades have forced
extreme cutbacks in social services, such as
health care and education, and in environ-

mental and resource management pro-
grams—precisely the kinds of services that
are needed to help prevent disasters and
respond effectively when they occur. The
new loans and structural adjustment pro-
grams are accelerating these cutbacks. One
year after Hurricane Mitch, Nicaragua had
spent almost as much on debt service ($170
million) as on reconstruction ($190 million).
The IMF explicitly stated that Nicaragua
must limit reconstruction spending to $190
million per year in 1999 and 2000.85

What Central America needs for recon-
struction, said Archbishop Rodirigues, “is
debt cancellation, combined with adequate
foreign assistance and with careful oversight
by our civil society,” an approach champi-
oned by the faith-based Jubilee 2000 coali-
tion that applies equally as well in many
disaster-stricken nations. Oxfam has pro-
posed that no more than 10 percent of gov-
ernment revenues could be spent on debt
payments. Such limits are not without
precedent. After World War II, Germany’s
debt payments were limited to 3.5 percent
of export revenues in order to spur peace
and development. Yet today the IMF,
World Bank, and the Paris Club of govern-
ment creditors say that 20–25 percent is
sustainable, a level far higher than industri-
al nations deemed sustainable for them-
selves in the past.86

The international community has addi-
tional avenues for action. The International
Decade for Natural Disaster Reduction that
ended in 1999 represented an important
opportunity to raise the profile of hazards
and disasters, advance science and policy,
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and inspire national action. Yet it may have
been “a decade of missed opportunity,” in
the words of eminent geographer Gilbert
White, as it focused on scientific and techni-
cal programs but failed to strengthen local
capacity or to address slow-onset events
such as those that plague Africa, among
other important aspects of disaster reduc-
tion. To continue and expand the efforts of
the decade, the United Nations has estab-
lished a follow-up process, the Internation-
al Strategy for Disaster Reduction.
Unfortunately, it has relatively little visibili-
ty or political muscle, despite the tremen-
dous challenges ahead.87

There is also room for action within the
Framework Convention on Climate
Change, as there is language that obliges
signatories to cooperate in adapting to the
impacts of climate change, including land
use and water resource planning as well as
disaster mitigation.88

Many have concluded that the time has
come for a profound shift in how we
approach disasters. As Kunda Dixit and

Inam Ahmed put it, when writing about
floods in the vast Himalayan watershed:
“Complete flood control…is impossible.
Even partial control is…problematic.…So
the question arises: Should we try to pre-
vent floods at all? Or should we be looking
at what it is we do that makes floods worse?
Is it better to try to live with them, and to
minimize the danger to infrastructure while
maximizing the advantages that annual
floods bring to farmers?” The same ques-
tions must be asked about natural hazards
everywhere.89

If we continue on a course of undermin-
ing the health and resilience of nature,
putting ourselves in harm’s way, and delay-
ing mitigation measures, we set ourselves
up for more unnatural disasters, more suf-
fering, more economic losses, and more
delayed development. If instead we choose
to work with nature and each other, we can
reduce the waves of unnatural disasters that
have been washing over the shores of
humanity with increasing regularity and
ferocity.
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In January 1949, President Harry Truman
delivered the first U.S. inaugural address of
the cold war. “Each period of our national
history has had its special challenges,” he
declared. “Those that confront us now are
as momentous as any in the past. Today
marks the beginning ...of a period that will
be eventful, perhaps decisive, for us and for
the world.”1

Truman did not exaggerate. Already, he
had presided over the first use of atomic
power in anger and the founding of the
United Nations, the World Bank, and the
International Monetary Fund (IMF). He
had witnessed the descent of the Iron Cur-
tain around Eastern Europe, and had begun
aiding reconstruction of Western Europe
with the Marshall Plan. Now Truman vowed
to press further in what he cast as a biblical
battle between freedom and oppression. He
urged the formation of what would become
the North Atlantic Treaty Organization.
And he called for the first-ever peacetime
foreign aid program for poor nations.2

Thus was born the modern project of

foreign aid—the giving of advice, grants,
and loans to help poor nations. From the
start, its motives were complex—geopoli-
tics, missionary zeal for democracy and cap-
italism, and a genuine desire to alleviate
suffering. Lenin had rightly condemned the
West for exploiting poor nations for their
resources and enslaving their people. To
contain communism, Truman apparently
believed, the West had to meet that criti-
cism head-on by aiding, not just exploiting,
poorer nations. With a helping hand, he
now argued, those nations could become
wealthier, democratic, more like the United
States. In short, they could “develop.”3

Half a century later, in April 2000, thou-
sands of protesters from an international
movement called Jubilee 2000 locked arms
and ringed the very spot where Truman
spoke—indeed, ringed the entire U.S.
Capitol—to dramatize how lending pro-
grams he fathered had gone badly awry.
The human chain, they explained, symbol-
ized the “chains of debt” that financially
enslave poor nations to rich ones.4

David Malin Roodman

Chapter 8
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The governments of poor nations now
owe so much to those of rich nations (and
to lenders such as the World Bank and
IMF) that many are spending more on for-
eign debt payments than on basic social ser-
vices for their desperately poor citizens.
Zambia devoted 40 percent of its national
budget to foreign debt payments in 1997
and only 7 percent to basic health and edu-
cation, clean water, sanitation, family plan-
ning, and nutrition. Yet the death rate
among children there is rising, partly
because a third of them are not fully vacci-
nated. Meanwhile, the number of Zambian
children not in school rose to 665,000 in
1998. In Mozambique, the government
spends $7 per person on debt service, com-
pared with $3 on health, even though
160,000 children under five are dying each
year partly from lack of basic drugs and
health services.5

The Third World debt crisis is not new.
Wealthier “middle-income” countries such
as Brazil, Mexico, Poland, and the Philip-
pines borrowed heavily from commercial
banks in the 1970s, ran into debt trouble in
the 1980s, and pulled free in the early
1990s after banks finally compromised on
repayment terms. The poorest nations, in
contrast, borrowed mainly from official
agencies (both aid agencies and export
credit agencies that offer loans to finance
imports from the lending country). Their
debt trouble grew more slowly and steadily
and has seen little resolution. If anything, it
took a turn for the worse after Truman’s
key rationale for aid—the cold war—disap-
peared and aid flows fell 25 percent
between 1991 and 1998.6

At the heart of the debt crisis in the
poorest countries lies a basic problem: offi-
cial bodies lent—and borrowers accepted—
billions of dollars in the hope that the
projects and policy changes they funded,

from roads to food imports to schools to
electric company privatization, would stim-
ulate the borrowers’ economies and exports
enough to make full repayment economi-
cally and politically possible. In many
nations, that did not happen.

There is plenty of blame to go around—
corruption and counterproductive econom-
ic policies among borrowers, arrogance and
bad planning among lending agencies, con-
tradictory pressures on those agencies from
western politicians, and more. It seems
common sense that all parties that con-
tributed to the failure should bear the con-
sequences. But to date, those on the
lending side have worked hard to shield
themselves from blame and shift the costs
of failure onto the borrowers. Many bor-
rowers, meanwhile, are scarcely more than
dictatorships that care little for their poor-
est citizens. Thanks in no small part to pres-
sure from nonprofit groups, western
governments have made strides in recent
years toward reducing the debt burden,
under the Debt Initiative for Heavily
Indebted Poor Countries (HIPC initiative).
But the program does not go far enough in
holding all the institutions involved
accountable for the mistakes that led to the
crisis in the first place—far enough, that is,
to prevent debt trouble from continuing
and recurring.

Costs of Crisis
The present debt trouble began in 1982,
when Mexico, Brazil, and other developing
nations announced that they could no
longer service debts they had run up since
the early 1970s. Within years, the crisis
involved dozens of debtors on every conti-
nent. Its effects varied from debtor to
debtor and were in all cases complex. On
balance, however, the experience of the last
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two decades strongly suggests that continu-
ing debt problems in the poorest nations
are taking a toll on poor people and the
environment. Thus the crisis is undermin-
ing the very goals for development in whose
name most of the debts were contracted.7

The crisis has affected debtor economies
in several ways. From the start, it placed
heavy payment pressure on the debtors.
The world’s most powerful banks, govern-
ments, and multilateral lenders presented a
solid front. They gave debtors a choice:
repudiate some of their debts, alienate great
powers such as the United States, and risk
losing all ability to borrow for the foresee-
able future—or accept the debt burden and
try, as economists say, to “adjust.”8

To squeeze debt payments out of their
economies, countries had to spend less or
earn more. Spending less was more realistic
in the short run. This rebalancing had to
occur within the budget of the govern-
ment, which owed most of the money. It
also had to occur within the nation’s trade
flow, since the excess of exports over
imports earned the foreign exchange to 
service the debts. Each government could
choose from a handful of unpleasant
options for its “adjustment,” “stabiliza-
tion,” or “austerity” package. It could cut
government spending (aside from debt pay-
ments). It could raise taxes. It could print
money out of thin air, which would enrich
the government but cause inflation and
make people poorer. To prevent inflation
from feeding on itself, the government
could attempt to cap monthly wage increas-
es, or hike domestic interest rates, or limit
lending by domestic banks. It could tax or
forcibly block imports. Or it could devalue
its currency in order to make the country’s
exports cheaper and more attractive to the
rest of the world and also raise the prices of
imports for locals.

Whatever the details, austerity needed to
quickly extract national wealth such as food
and tropical hardwood for sale abroad. This
it had to do even though rich industrial
nations were erecting import barriers
against shirts and sugar and other exports of
developing countries—and indeed were
subsidizing their own exports of those prod-
ucts. Worse, each debtor had to compete
with dozens of others pursuing the same
strategy. As gluts developed, the IMF index
of dollar prices for commodities fell 56 per-
cent between 1980 and 1999, accounting
for inflation. Rice exports from Thailand
rose 31 percent in volume in the first half of
1985 but fell 8 percent in total value.9

Commodity gluts, an investor-spooking
atmosphere of economic uncertainty, and
government cutbacks for important invest-
ments such as roads and rails combined to
extinguish economic growth. On average
between 1950 and 1980, gross domestic
product (GDP) per person had risen 2.4
percent a year in Latin America and 1.8 per-
cent a year in Africa. But between 1980 and
1999, GDP per person fell in Latin Ameri-
ca and then gradually recovered for a net
increase of only 4.3 percent. (See Figure
8–1.) It fell 6.2 percent per person in Africa
over the same period. Statistical analysis by
economist Daniel Cohen at the Ecole Nor-
male Supérieure in Paris supports the con-
clusion that debt trouble played an
important role: the more prone a country
was to reschedule its debt payments in the
1980s—a good indicator of debt trouble—
the less it grew, other factors being equal.10

The costs of crisis have not spread even-
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ly within debtor nations. For instance, not
all poor people suffered. In fact, the poor-
est of the poor—such as Indians living in
the Sierra Madre mountains of Guatemala
beyond paved roads and power lines—were
often too isolated from the commercial
economy to notice its ups and downs. Some
small, land-owning farmers plugged into
global markets, on the other hand, benefited
from adjustment’s stimulus to exports. But
they were the exceptions. In general, con-
stituencies that supported the government
and gained from the original loans, such as
the urban middle class and civil servants,
used their influence to shift costs of repay-
ment onto those less fortunate. UNICEF
concluded that “it is hardly too brutal an
oversimplification to say that the rich got the
loans but the poor got the debts.”11

As noted earlier, some poor countries
now spend more servicing debts to rich
countries—debts mostly run up in the name
of development—than on providing basic
social services. (See Table 8–1.)

Comparisons between what govern-
ments spend on debt service and what they
spend on basic social services, however,
deserve cautious interpretation. It is naive

to assume, for example, that if gov-
ernments had no obligations to
repay debts they would pour the
savings into social services or other
enlightened investment programs,
and that the programs would all
work. It is naive, in other words, to
assume that every dollar in debt
payment costs the poor. Yet that is
what Jubilee campaigners assumed
when they asserted that the debt cri-
sis is killing thousands of children a
day. Responsive, effective govern-
ments are relatively unlikely to get
into debt trouble in the first place.12

But it is equally mistaken to
abandon all hope for change by assuming
that debtors would use none of the savings
to fight poverty. One chronic problem
debtor, Uganda, hit bottom after its civil
war in 1986 and emerged with a strong
political consensus for reforms to restore
economic growth and reduce poverty. Since
1995, the government has consulted with
poor communities on a comprehensive
strategy to fight poverty—an effort that
won praise from the World Bank. Yet the
country’s high debt obligations continue to
sap its efforts to aid the poor.13

A 1997 study by the World Bank’s inter-
nal auditors analyzed the impact of debt on
social spending systematically, and found
that the truth does indeed lie between these
extremes. Government social spending fell
between 1980 and 1993 in countries adjust-
ing to debt problems—but more slowly
than government spending as a whole
(excluding debt service). On the other
hand, within education budgets, primary
education—including the one-room schools
in dirt-poor hamlets—took larger cuts than
universities serving urban elites. Tanzania, a
country once known for its nearly universal
primary schooling system, introduced
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school fees in 1986 that shut out the very
poorest. Zaire fired a fifth of its teachers in
1984.14

In Brazil, some of society’s weakest
members paid for adjustment with their
lives, as mothers struggled to nourish them-
selves and their families amidst economic
recession and government cutbacks. In the
northeast of the country, the incidence of
low birth weight among babies, which that
had held stable around 10.2 percent in the
five years through 1982, jumped to 15.3
percent in 1984. Infant mortality climbed
too. In 1982, 9 out of every 100 babies

died in their first year, down from 16 in
1977. But by 1984, the figure had climbed
back to 12. Meanwhile, in the southeastern
state of São Paulo, similar economic trends
combined with cutbacks in government
immunization to open the way for a measles
epidemic that killed thousands of babies.15

In many countries, budget cuts com-
bined with economic recession and rising
prices to raise unemployment and reduce
the buying power of those still working. All
this led World Bank Chief Economist Stan-
ley Fischer to conclude in 1989 that “most
of the burden has been borne by wage earn-
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Table 8–1. Share of Government Spending Covered by Foreign Borrowing 
and Devoted to Foreign Debt Service and Basic Social Services, Selected 

Countries, 1996–971

Share Covered by Share Devoted to Share Devoted to
Country Foreign Borrowing Foreign Debt Service Basic Social Services

(percent)

Belize2 8 6 20

Benin3 29 11 10

Bolivia3 16 10 17

Burkina Faso3 20 10 20

Cameroon4 36 36 4

Costa Rica2 7 13 13

El Salvador2 47 27 13

Jamaica2 14 31 10

Nepal3 33 15 14

Nicaragua2 14 14 9

Peru3 36 30 19

Sri Lanka2 21 22 13

Zambia3 13 40 7

1Basic social services include basic health and education, clean water, sanitation, family planning, and 
nutrition. 2Data for 1996. 3Data for 1997. 4Data for 1996–97.
SOURCE: U.N. Development Programme, Management Development and Governance Division, Debt and Sus-
tainable Human Development, Technical Advisory Paper No. 4 (New York: 1999), 14–15; shares covered by
foreign borrowing are Worldwatch estimates, based on ibid., and on World Bank, Global Development Finance
2000, electronic database,Washington, DC, 2000, and include net flows on short-term debt.
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ers in the debtor countries.” In Mexico,
inflation-adjusted wages halved between
1982 and 1988. Turkey’s 1980 adjustment
program led to price increases for goods
sold by government companies, ranging
from 45 percent for gasoline to 400 percent
for fertilizer. This helped cut the buying
power of workers’ wages by 45 percent
between 1979 and 1985 and the real value
of crop prices for farmers by 33 percent.16

The debt crisis has also taken a toll on
the environment, but again the story is
complex. In Thailand, the government low-
ered tariffs to stimulate exports of rice and
rubber. This encouraged farmers to shift
toward those crops and away from more
soil-damaging cassava farming. But it also
encouraged them to clear rainforests for
new rubber plantations. Similarly, econom-
ic recession slowed consumerism in Latin
America and cut pollution by shutting
down factories—but it sent poor Jamaicans
up steep, erosion-prone hillsides to grow
coffee and Venezuelans up tributaries of the
Amazon to blast rocks for bits of gold.17

Less ambiguously, debt burdens reduced
funding for environmental protection agen-
cies. Nine of 12 case studies of adjusting
countries commissioned by the World Wide
Fund for Nature found such cuts. “In
Venezuela,” wrote project director David
Reed, “the environmental ministry lost one-
half its professional staff. In El Salvador,
environmental institutions were systemati-
cally gutted over the years.” Such cuts may
hurt more in the long term, since young
environmental agencies in developing coun-
tries often wield little effective power over

such activities as industrial pollution and
logging, but can be expected to gain
strength with time if properly supported.18

The debt-generated need for foreign
exchange has spurred export-oriented min-
ing, logging, and agriculture in developing
countries. Several studies have found a sta-
tistical link between high debt burdens and
deforestation. Debt pressure is one reason
many developing countries made their laws
more inviting to foreign logging and mining
companies in the 1980s. Venezuela attract-
ed firms prospecting for oil, bauxite, iron,
and gold in, among other places, the coun-
try’s relatively pristine eastern jungles.19

The Year of Jubilee
The World Bank currently classifies 41
nations as heavily indebted and poor,
including 33 in sub-Saharan Africa, plus
Bolivia, Guyana, Honduras, Laos, Myan-
mar, Nicaragua, Viet Nam, and Yemen.
Twenty-nine of these HIPCs rank in the
U.N. Development Programme’s lowest
category of human development. This
means that babies born today can be
expected to live 40–50 years, that fewer
than half the eligible children and young
adults attend school or college, and that
barely half the adults can read.20

Governments of rich industrial nations
first acknowledged the plight of the poorest
debtors in the late 1980s. In Venice, in June
1987, the Group of Seven leading industri-
al nations (the G–7) agreed to allow
debtors to stretch out payments on out-
standing debts—though not to cancel any
outright. They required countries seeking
payment delays to implement economic
policy reforms, known as structural adjust-
ment, under the auspices of the IMF. At
succeeding summits through the early
1990s, the G–7 gradually softened their
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stance, allowing modest debt reductions.21

Still, HIPCs fell further behind on their
debts, which by 1998 reached $214 billion
in face value—a huge sum for them (but
equal to only 4.5 months of western military
spending). The deepening problem goaded
Christian aid groups into launching a move-
ment called Jubilee 2000 in the United
Kingdom in 1996. They took the name
from the Bible’s Book of Leviticus, which
recorded God’s laws for ancient Israel,
among them that every fiftieth year was to
be a year of Jubilee, in which debtors were
forgiven and farmers reclaimed land they
had once sold off to survive a bad year.
Jubilee 2000’s members, ranging from small
nongovernmental organizations (NGOs) in
Uganda and Bolivia to heavyweights such as
Oxfam, were not the first to assail the debt,
but they thrust the issue onto the interna-
tional stage as never before.22

Creditor governments responded to
NGO pressure with the HIPC initiative,
announced at a G–7 meeting in Lyon in
1997 and “enhanced” in Cologne in 1999.
In some respects, the initiative represented a
major step forward in grappling with the
debt problem. For the first time, it put debt
owed to the IMF, World Bank, and other
development banks on the negotiating table
alongside that owed directly to govern-
ments. It created a HIPC Trust Fund that
uses creditor government contributions to
compensate these institutions for writing
down debt. And the initiative committed
the creditors to meeting goals defined from
the debtors’ point of view and specified in
terms of the ratio of a country’s foreign
debt to its exports (150 percentmaximum).
The goals use the “present value” of a
nation’s debt, a measure that recognizes
that a $1 million loan at 10 percent interest
costs a country much more than a $1 mil-
lion loan at 1 percent. In all, the initiative

aims to fight poverty while bringing the
total debt reduction to 50 percent.23

Despite these innovations, the current
HIPC initiative is unlikely to end the debt
crisis or make major strides against poverty.
It demands too much from debtors in terms
of policy reform and offers too little in
terms of debt reduction. More fundamen-
tally, by casting debt reduction as a one-
time act of charity, it insulates both lenders
and borrowers from criticism about their
role in creating the problem and discour-
ages a deeper examination of the causes of
the crisis. In the end, the HIPC initiative
invites new debt problems by relieving
almost everyone involved from studying
and applying the lessons of history.

Debt History
In a review of international lending since
1820, Swiss sociologist Christian Suter
identified four major waves of borrowing by
governments of what would now be called
developing countries. They occurred
roughly every 50 years. (See Figure 8–2.)
Each terminated with an outbreak of “debt
service incapacity”—a widespread inability
to keep up with interest and principal pay-
ments—causing banks and bond investors
to beat a hasty retreat.24

These cyclical shifts of capital into and
out of developing countries are not fully
understood. Suter suggests that the long-
term rhythm of technological revolutions
may play a role. The commercialization of
the automobile and, later, the computer, for
instance, created major investment booms
within rich countries, which offered lenders
there plenty of lucrative opportunities at
home. Between these investment peaks,
however, lenders searched abroad for high-
er returns. The manic-depressive psycholo-
gy of financial markets amplified any such
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underlying dynamics. Just as in the recent
boom and bust of East Asian stocks, bonds
of foreign governments would go in and
out of favor with western investors swiftly
and unpredictably. During the boom phase,
enthusiasm made fertile ground for waste
and fraud.25

Remarkably, the same nations often held
the roles of debtor or creditor from cycle to
cycle. Since 1820, Latin American and East
European nations have frequently run into
debt trouble. (See Table 8–2.) (Most of
Africa was off the lending map until the
1960s.) Of the countries that ran into trou-
ble between 1820 and 1929, 64 percent did
so again in the 1980s. Meanwhile, a small
handful of countries—Britain, France, Ger-
many, the United States, and Japan—
accounted for most of the overlending.26

This regularity suggests that the tendency
to default or overlend emerges from deep
within a nation’s character and history. One
generalization that seems useful is that the
most internally divided nations make the
least dependable debtors. Almost all the
Latin American states, as well as the Philip-
pines, inherited from their colonial rulers
Spain and Portugal a highly unequal distrib-

ution of landownership, which has
perpetuated itself down through the
centuries. In Bolivia, where in the
mid-1980s the wealthiest fifth of the
people earned 15 times as much as
the poorest fifth, the result was a
“degeneration of politics
into . . . fierce battles of the ‘ins’ ver-
sus the ‘outs’,” according to econo-
mists Juan Antonio Morales and
Jeffrey D. Sachs. When politicians
find it nearly impossible to forge
societal consensus, loans from out-
siders are sorely tempting as a way
to aid one group, say, by financing
coal plants to generate jobs and

cheap power, without taxing another
group—or at least to forestall the day of
reckoning.27

Nevertheless, international credit has
generally benefited both lending and bor-
rowing nations. Despite some profligacy and
defaults, foreign lending since 1820 has
profited investors who diversified and perse-
vered—more so than lending at home.
International bonds, with their higher inter-
est rates to reflect risk, were honored
enough to cover any losses. Thus while some
of the borrowings were wasted in war, cor-
ruption, white elephants, and extravagant
court life, most were productively invested.28

When that investment was in banana
plantations in Central America or gold
mines in South Africa that exploited work-
ers in slave or near-slave conditions, it did
most people in the receiving nation little
good. But within Europe and North Amer-
ica, cross-border lending sped economic
development that lifted millions out of
poverty. Countries that began industrializ-
ing earliest, most of all Great Britain,
financed factories and railroads in places
that began industrializing later, including
the United States and the Italian peninsula.
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More recently, foreign borrowing helped
South Korea industrialize rapidly.29

The lending upswing that led to the cur-
rent crisis began in the late 1960s and ter-
minated abruptly in August 1982, when
Mexico admitted that it could no longer
meet its obligations to U.S. banks. The
immediate causes of the crisis included high
interest rates triggered by U.S. Federal
Reserve Chairman Paul Volcker’s effort to
stamp out U.S. inflation, the ensuing glob-
al recession, and resulting drops in prices
for exports of many borrowing nations.30

The new crisis broke all records. Devel-

oping and Eastern bloc nations owed $800
billion ($1.3 trillion in 1999 dollars). (See
Figure 8–3.) About $300 billion of that
($430 billion in today’s terms) became
problem debt, on which countries had to
defer or cancel promised payments. During
1983–89, about 35 governments were in
hastily negotiated “consolidation periods”
at any given time, during which they made
no loan payments.31

As in previous crises, the debt trouble
concentrated in a few regions. (See Table
8–3.) Latin America and the Caribbean
accounted for 44 percent of all foreign debt
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Table 8–2. International Debt Crises Since 1820

Selected Major Selected Major Approximate Debt
Period Debtors Creditors with Payment Problems

(billion 1999 dollars)

1826–30 Greece, much of Latin America, Spain British bond investors 3

1840–45 Mexico, Portugal, Spain, nine British and French bond 6
state governments in United States investors

1875–82 Egypt, Greece, much of Latin America, British bond investors; German 40
Ottoman Empire,1 Spain,Tunisia, banks; French government
10 southern state governments in 
United States

1890–1900 Greece, Latin America, Portugal, German and British bond 20
Serbia investors; Barings Bank

1911–18 Bulgaria, Mexico, Ottoman Empire,1 French bond investors 200
Russia2

1931–40 China, France, Germany, Greece, World War I victors (owed 80
Hungary, much of Latin America, by Germany); U.S. government
Poland,Turkey, United Kingdom, (owed by other victors);Western
Yugoslavia bond investors

1982– Much of Latin America, Morocco, French,West German, Japanese, 430
Philippines, Poland, much of sub- United Kingdom, U.S. banks; G–7
Saharan Africa,Turkey,Yugoslavia governments; IMF,World Bank,

African Development Bank

1Predecessor to modern Turkey. 2Accounted for as much as 85 percent of defaulted amount in this
period.
SOURCE: Christian Suter, Debt Cycles in the World-Economy: Foreign Loans, Financial Crises, and Debt Settlements,
1820–1990 (Boulder, CO: Westview Press, 1992), 69.



ENDING THE DEBT CRISIS

of developing and Eastern bloc countries at
the end of 1982 (and more than half of the
problem debt). The region owed $939 per
person to foreign creditors, just under half
its gross national product (GNP) of $2,000
per capita. The debt-GNP ratio was also
high in Sub-Saharan Africa, at 33 percent.
Major Eastern bloc and Asian nations, not
so financially tied to the democratic indus-
trial powers, were in much better shape,
though notable exceptions included the
Philippines, Poland, and South Korea.32

Total debt was a poor measure of debt
trouble, however. A $1-million bank loan
due for full repayment in one year to
Citibank along with 20 percent interest bur-
dened a government far more than a $1-
million loan due for repayment to the
World Bank over 40 years with only 0.75
percent annual interest. Yet both showed up
in the statistics as $1 million in debt. Thus a
better indicator of the immediate crisis was
the ratio of a country’s debt service (inter-
est and principal payments) to its export
earnings—the funds from which foreign

debts had to be paid. In
Latin America and the
Caribbean, this debt-
service ratio reached 47
percent in 1982, com-
pared with an average
13 percent for other
developing countries. It
reached an insupport-
able 51 percent in Mex-
ico and 82 percent in
Brazil. (Like height and
weight, debt-GNP and
debt service–export
ratios are different mea-
sures of size and should
not be compared with
each other.)33

This crisis is distinc-
tive in being the first involving governments
as important lenders as well as borrowers.
Indeed, the crisis can be seen as two smaller
disasters. One mainly involved South Amer-
ican and East European governments and
the commercial banks. It peaked in the
1980s and then dissipated in the early 1990s
as the two sides compromised on more real-
istic payment terms.

The other crisis principally involves offi-
cial lenders and the ultrapoor nations of
Central America and sub-Saharan Africa,
which commercial banks generally avoided.
The official lenders in turn are of two kinds.
The bilateral lending agencies of individual
governments include aid agencies, as Presi-
dent Truman had envisioned, and export
credit agencies that lend to foreign govern-
ments and companies to help them buy
food, weapons, and other exports of the
lending country. In addition, there are the
jointly financed multilateral lenders, notably
the IMF, the World Bank, and the Inter-
American, African, and Asian Development
Banks. The development banks (but not the
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IMF) are allowed to use their government
backing to borrow cheaply on international
capital markets and relend the funds to
developing nations. Some agencies also
make grants as well as loans, and offer
something in between: “concessional” loans
with terms far easier than commercial loans.
Since 1960, for instance, the World Bank
has offered the poorest countries loans at
0.75 percent interest, with a 10-year grace
period and 35–40 years to repay.34

Whereas private lending followed the
usual boom-bust arc in middle-income
countries, official lending climbed more
slowly and dominated only in the poorest
countries. As this stopped growing in the
1990s, however, and as grace periods
expired and interest compounded, the cost
of servicing old official loans rapidly caught
up with and surpassed receipts from new
ones. Between 1992 and 1999, developing
and former Eastern bloc nations spent $53
billion more (in 1999 dollars) servicing

debts to official creditors than they received
from the creditors in new loans. For many
in developing countries, this was a bitter
reminder of the colonial past. The lowest-
income developing countries as a group still
received more than they paid in the late
1990s—but only barely, and some individ-
ual countries did not. (See Figure 8–4.)35

Sources of the Official 
Debt Crisis

President Truman’s vision for development
aid was striking, in retrospect, in the con-
trast between its ambitious aims and narrow
means. For Truman, development meant
nothing less than freeing a people from
want, war, and tyranny, a definition it is
hard to improve on even today. Yet the
tools he offered—technical knowledge and
investment from the West—seem inade-
quate to the task of erasing the effects of
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Table 8–3. Foreign Debt Burdens of Developing and Eastern Bloc Countries, 19821

Region/Country Debt Debt-GNP Ratio Debt Service2-Exports Ratio Debt per Person
(billion dollars) (percent) (dollars)

Eastern Bloc 87 11 8 224

South Asia 49 21 15 52

Middle East and 111 25 9 547
North Africa

East Asia and Pacific 129 27 18 78

Sub-Saharan Africa 77 33 12 191

Latin America and 355 48 47 939
Caribbean

All 808 27 18 204

1Figures are for gross debt: foreign assets are not subtracted from foreign debts. Middle Eastern nations
in particular had large assets abroad. 2Principal and interest payments paid during the year, excluding
short-term debt balances. Often paid for at least in part with new borrowing from same creditors.
SOURCE: World Bank, Global Development Finance, electronic database, Washington, DC, 1998 and 2000; U.S.
Bureau of the Census, International Data Base, electronic database, Suitland, MD, 18 August 2000.



ENDING THE DEBT CRISIS

centuries of colonialism and engineering
radical transformations of whole societies.36

Truman’s conception of development as
a matter of injecting technology and finance
into a country through discrete projects
such as irrigation networks, roads, rail links,
power plants, and dams was superficially
understandable. It would soon work amaz-
ingly well in reconstructing Western
Europe. But it fixated on the most visible
aspects of development. In fact, effective
use of such physical assets, which the World
Bank and other aid agencies would enthusi-
astically finance, required less-visible
“assets” that take decades to develop,
including the rule of law, a reasonably com-
petent government, skilled workers, a fabric
of small and medium-sized businesses, and
civic organizations. But these were far less
present in most developing countries than
they were in postwar Europe. After
Mozambique gained independence from
Portugal in the 1970s, for example, its Min-
istry of Education had five people, includ-
ing a 23-year-old Minister. To graft the

surface features of a
heavily industrialized
society onto a much-less-
industrialized society was
to build a skyscraper on
quicksand. Many well-
intended loan-financed
projects failed to pay for
themselves.37

As a result, a top
World Bank official con-
cluded by the late 1960s
that many borrowers
were as deep in debt as
they could safely go:
“The fact is . . . that the
debt service . . . on devel-
opment loans we made
during these past twenty

years . . . are more than many, perhaps most,
of the countries we have made the loans to
can carry. . . . This means that we simply
made a major misjudgment—a mistake—
when we assumed that conventional bank-
ing terms and conditions could be applied
to such countries—India, Pakistan, coun-
tries in Africa.”38

The history of development aid since
Truman has seen aid agencies reluctantly,
but repeatedly, widen their understanding
of what development requires, each time
broadening their agendas to match. The
seeming lack of curiosity about the bigger
picture springs from many sources. For
geopolitical reasons, western politicians
pressured agencies to channel funds to
favored nations regardless of how they were
ultimately used. At other times, they
demanded proof that the lenders were
using tax dollars responsibly, and were reas-
sured by dams completed and roads
paved—again, regardless of the ultimate
benefit.

Among agencies, belief in the superiority
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of western economic systems and cultures—
sometimes almost a missionary belief in
democracy and capitalism—blinded officials
to the histories and complexities of borrow-
ing nations and the difficulty of change. Yet
the urgency of the problems they worked
on—poverty, disease, illiteracy—made criti-
cism unseemly. Implicit in many develop-
ment projects was the assumption that
engineers and economists in Washington,
DC—or in Bonn or Tokyo—could easily
analyze societies far different from their
own well enough to give governments reli-
able and realistic advice. In fact, project
designers frequently tripped over barriers
that were obvious to people with more
experience in the borrowing countries or
with expertise in political science, anthro-
pology, or ecology. In 1970, the World
Bank financed the drilling of what were to
be communal irrigation wells in Bangladesh
(then East Pakistan). Each $12,000 well
was meant to be shared by all the farmers in
a village, but following traditional power
lines, rich farmers tended to take control of
the wells and charge poor ones for water
they were supposed to get free.39

A final hindrance to learning was that aid
agencies, like almost all institutions, were
concerned above all with their own survival
and growth. Each time an agency admitted
that development is more complex and slow
and difficult to assist than its policies previ-
ously suggested, it implicitly criticized its
past work even while casting doubt on its
future usefulness.

By the same token, when aid agencies
did come to recognize that their approach-
es were floundering, that economic devel-
opment was more complex than they had
thought, they almost always responded
with more ambition rather than humility.
Agencies that lent money drove forward
with particular force. Paul Collier, director

of the World Bank’s Development Research
Group, explained that “an aid cutoff is very
likely to trigger a suspension of debt service
payments by the government. While the net
financial impact on the IFIs [international
financial institutions] may well be the same
whether they lend money with which they
are repaid or suspend lending and are not
repaid, the impact on staff careers is liable
to be radically different. People do not
build careers in financial institutions on
default and a lack of loan disbursement.”
Increasing lending deferred any reckoning
with debt burdens that were outstripping
countries’ abilities to repay—by allowing
the debts to grow more.40

For example, World Bank President
Robert McNamara, who came to the Bank
in 1968, responded to debt worries of that
time by expanding lending. Infrastructure
and city-based industry alone could not
help a country grow, the Bank now official-
ly recognized, without parallel investment
in health, education, and agriculture. By
funding these new areas, the Bank would
foster a supportive environment for its tra-
ditional projects, speed economic growth,
and bolster countries’ abilities to service
their debts. It was not obvious, however,
that investing in the education and health
of poor people would generate enough
exports to pay back loans. It was not obvi-
ous, in other words, that lending was a
good way to support these worthy causes.
At any rate, 90 percent of the Bank’s lend-
ing during McNamara’s 13 years at the
Bank still went for the big-iron industrial
projects.41

Toward the end of his time in office,
McNamara appeared to harbor even deeper
doubts about the Bank’s approach to devel-
opment. Perhaps the nearly exclusive focus
on projects, whether dam building or
school building, was missing the mark.
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Many failed projects seemed to have been
foredoomed by the economic environment
in which they operated. Governments that
kept the value of their currencies artificially
high against foreign currencies, for exam-
ple, effectively subsidized imports and hurt
their own Bank-financed factories.42

Once again, the dominant conception of
development widened, this time to encom-
pass economic policy. As the 1980s began,
the World Bank, along with the IMF and
U.S. government lending agencies, increas-
ingly lent money to countries on the condi-
tion that they enact major economic policy
reforms, such as privatizing state-run enter-
prises or cutting spending. These reforms,
eventually called structural adjustment,
soon played a major role in the debt crisis.

In late 2000, the World Bank released its
latest World Development Report, which
“urges a broader approach to reducing
poverty” that embraces not only economic
growth but “opportunity, empowerment,
and security.” Implicit in this message is a
self-criticism, an admission of past mistakes,
but the very implicitness indicates how
reluctant the institution still is to examine
those mistakes openly. The learning process
has been welcome, but it is fair to ask why
it took 50 years to reach this point.43

The problems of lack of curiosity about
local circumstances, limited accountability,
and the drive to push projects through were
even more serious among borrowing gov-
ernments. One Bank anthropologist, for
example, recalled a “village meeting with

very upset farmers, watching the govern-
ment officials fall asleep one after the other
as the farmers made their desperate peti-
tions to stop the evictions from their forest
homes.”44

In the worst cases, central banks seemed
to channel foreign loans right to the dicta-
tor’s Swiss bank account. President 
Mobuto Sese Seko of Zaire personally accu-
mulated $5 billion by the early 1980s,
almost matching his country’s external
debt. On a smaller scale, many government
officials in developing countries siphoned
off shares of foreign loans for private use
and sent the wealth abroad for safekeeping.
During 1976–84, the flow of capital out of
Latin America roughly matched the
increase in external debt, according to the
World Bank. The 15 HIPCs included in
Transparency International’s 2000 Corrup-
tion Perceptions Index scored an average 2.8
out of 10 (with a lower number indicating
more corruption).45

With too much drive and too little guid-
ance, the development effort of the last 50
years has spawned enough economic, envi-
ronmental, and human rights disasters to fill
many books—and run up a lot of unpayable
debt. To take one extreme example, the
World Bank lent $72 million to Guatemala
to help finance a dam on the Chixoy River
in 1978. In 1980, local people whose land
would be flooded by the reservoir, mostly
indigenous Achi Indians, began protesting
against the project. In response, soldiers
massacred at least 294 villagers, after raping
or torturing many of them. But the World
Bank, “did not consider it to be appropriate
to suspend disbursements.” Five months
after the reservoir filled, the dam stopped
working because of poor design. The Bank
lent another $47 million for repairs. Such
problems, along with corruption, eventual-
ly raised the dam’s total cost from $340
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50 years has spawned economic,
environmental, and human rights
dissasters—and run up a lot of
unpayable debt.



million to $1 billion, accounting for a sub-
stantial fraction of Guatemala’s current
$4.6-billion foreign debt.46

Adjusting to Reality
Recent protests against globalization have
attacked international financial institutions
not only for the projects they have funded
but for the policy reforms they have
demanded from countries in debt trouble.
Indeed, the debt crisis turned structural
adjustment lending into a major line of
business for the World Bank and IMF. But
the attacks on adjustment lending oversim-
plify. In fact, the two international financial
institutions influence economic policies of
debtor nations less than they, and their
fiercest critics, often appear to recognize. In
dozens of case studies, independent econo-
mists and political scientists have docu-
mented how most of the reforms IFIs have
pushed for either never occurred or proba-
bly would have occurred anyway.47

Western governments, led by the United
States, demanded two sorts of adjustment
in exchange for loans from international
financial institutions. The first type, 
focusing on stabilization and austerity,
dominated in the early 1980s. Many of 
the measures, however, including devalua-
tions and spending cuts, were essentially
inevitable as long as governments shoul-
dered their debt burdens (as western 
governments pressured them to do).
Indeed, some countries pursued adjustment
independent of the IFIs. The domestic 
and international political dynamics that 
led countries to run up debts and then 
service them were the driving force—not
the IFIs.48

As it became clear in the mid-1980s that
austerity was prolonging the debt crisis
rather than solving it, western lenders began

to argue that debtors needed to make still
deeper reforms—to make structural adjust-
ments. If governments privatized state
enterprises, ended subsidies, removed barri-
ers to foreign trade and investment, and
generally got out of the way of business, the
argument went, then investors would take
risks again, economies would grow, and tax
revenues and foreign exchange would flow
into government coffers.

In contrast with austerity programs,
which had a certain inexorable logic, struc-
tural adjustment stood on shaky economic
ground. True, countless heavy-handed gov-
ernment interventions were hampering eco-
nomic development in many countries in the
1970s. Bloated civil services drained away
tax dollars. Complex, constantly changing
import controls bewildered traders. But it
did not follow that paring government down
wholesale would bring economic rebirth.
The economies that have grown fastest in
the last 200 years—including China, Japan,
South Korea, and the United States—saw
extensive government involvement.49

In a statistical survey of developing
countries, Harvard economist Dani Rodrik
found that two factors best predicted the
growth rate of an economy after 1975: how
much the country invested, and whether
the government kept the economy on an
even keel despite turbulence in the global
economy. Keeping inflation moderate and
the exchange rate realistic, major goals of
basic austerity plans, mattered. But the
openness to trade and investment that
structural adjustment aimed for helped in
only a minority of countries. “The lesson of
history,” Rodrik concluded, “is that ulti-
mately all successful countries develop their
own brand of national capitalism.”50

Further muffling the impact of structur-
al adjustment agreements with the IFIs is
that borrowers have routinely sidestepped
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the provisions. One sign of slippage is that
IFIs often cancel or delay second install-
ments on their loans. (They usually disburse
loans in installments to extend their lever-
age over borrowers.) In the 1980s and early
1990s, for example, the World Bank
delayed 75 percent of the second install-
ments on its adjustment loans because bor-
rowers were slipping on agreed reforms.
Similarly, between 1979 and 1993 the IMF
abandoned half its adjustment loans after
the first installments.51

The reasons for this surprising record are
many, and relate closely to the problems
that have plagued development lending
since 1949. For example, pressure from
western politicians on the IFIs to lend to
favored nations, as well as pressure within
IFIs on individual employees to increase
lending, greatly weakened the institutions’
leverage over debtors. Tellingly, although
the World Bank delayed 75 percent of those
second installments, it eventually granted at
least 92 percent, usually after the borrower
made a face-saving gesture. Similarly, the
IMF frequently negotiated a new program
with a borrower after abandoning an old
one. Other forces undermining the IFIs’
leverage included domestic politics and nat-
ural and human-made disasters. (See Table
8–4.) The relative inability of outside
lenders to influence economic policy has
now become conventional wisdom at the
World Bank. A new Bank report admits that
although almost every African nation has
taken out structural adjustment loans since
the early 1980s, only Ghana and Uganda
have made much progress on growth and
poverty.52

Within each borrowing nation, then, an
official lender such as the IMF or World
Bank is best seen as one more political
actor. Like every such actor, a lender has
particular goals, strategies, and tactics for

changing the country—and particular
strengths and weaknesses. With skill and
luck, and under the right circumstances,
lenders can tip the political balance toward
policies they favor. In 1996, for example,
the World Bank refused to release the sec-
ond installment of an adjustment loan to
Papua New Guinea because of that govern-
ment’s failure to make agreed anti-corrup-
tion reforms in the logging industry. The
government protested bitterly, but gave in
after a year out of desperation for the
money and appeared for the moment to be
genuinely reforming. A World Resources
Institute case study credits this success to
the Bank’s desire to be seen fighting for the
environment, to commitment and intimate
understanding of local circumstances
among local Bank staff, and to a strong
domestic constituency for reform. Such a
constellation of circumstances, however, is
rare—certainly too rare for the IFIs to have
affected the debt crisis much through struc-
tural adjustment loans.53

Yet by common agreement, the debt cri-
sis is now mostly over in most middle-
income nations. In Latin America, net
transfers on debt (new loan receipts less
payments on old debts) became positive in
1993. A larger measure of Latin American
capital flow—including investment in stock
markets, factories, and office buildings—
went from $3.5 billion outward in 1990 to
a $38 billion inward in 1993. Suddenly, for-
eign exchange was plentiful and servicing
debt was much easier.54

The beginning of the end had come
when Nicholas Brady, the Treasury Secre-
tary in the administration of President
George Bush, called for a new approach to
the debt crisis in 1989. Without naming
names, he described the previous adminis-
tration’s insistence on full repayment
through adjustment as a failure. The key to
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resolution, he said, was pragmatism and
flexibility—just as it had been in every debt
crisis before. The low road of messy com-
promise led more surely to resolution than

the high road of structural adjustment.55

Under the Brady Plan, a debtor nation
gave its commercial lenders a menu of
choices. One option was to lend more
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Table 8–4. Reasons IMF and World Bank Pressure for Structural Adjustment Is
Weaker Than It Seems

Reason Examples

Geopolitics In the Philippines, the U.S. government, which viewed the country as an important
ally against communism, apparently pressed the IMF and World Bank to keep
lending despite low compliance with conditions until the final years of the 
Ferdinand Marcos regime (1984–86).

Finance Adjustment lending to Argentina continued through most of the 1980s with little
effect except to bolster forces for the status quo with additional funds.With-
drawal after 1988 deepened the economic crisis that soon forced reform.

Pressure to lend In 1990, the World Bank promised a $100-million loan to support Kenya in ending
and maintain its rationing of foreign exchange for purchasing imports.The government then
appearance of resumed rationing. But local Bank officials did not alert the Bank’s board for fear
success that it would not approve the loan.

Multiple conditions Among a sample of 13 sub-Saharan African nations, adjustment agreements in
1999–2000 had an average of 114 policy reform conditions each. It is unrealistic
for lenders to demand complete compliance with so many conditions. Other 
surveys have found that countries formally comply with a typical 50–60 percent
of conditions.

Ease of undermining Starting in 1984, the government of Turkey levied special taxes on imports to
commitments support Extra-Budgetary Funds that in turn financed housing and other popular 
formally met programs.This undermined but did not technically violate loan agreements to

reduce conventional import tariffs and cut public investment’s share of the budget.

Disasters In Malawi, in 1986, drought in southern half of the country and an influx of
700,000 refugees from civil war in Mozambique necessitated large corn imports
and contributed to the government’s decision to reverse commitments to end
fertilizer and crop subsidies.

Debt trouble In Bolivia, debt crisis in the early 1980s led the government to print money to pay
bills, sparking hyperinflation and chaos. In 1985–86, a new administration adopted
a harsh stabilization program that raised taxes, laid off state workers, and stopped
hyper-inflation. IMF and the World Bank adjustment loans came later and so con-
tributed little to the policy shift.

Domestic politics In Zambia, in 1986–87, strikes by government workers and riots over a 120-
percent price increase for staple foods forced the government to restore food
subsidies and abandon its agreed adjustment program.

SOURCE: See endnote 52.
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money to cover payments coming due.
Another was for the bank to tear up some
of its IOUs in exchange for new ones. The
new IOUs could have the same principal as
the old ones but a lower interest rate. Or
they could have the same interest rate and a
lower principal. Or banks could accept
shares of state-owned companies. In 1990,
for example, Argentina initiated several
“debt-for-equity” swaps to retire $5 billion
of its debt in exchange for its national air-
line and phone company.56

One option that was not on the banks’
menus was doing nothing. If it had been,
then Citibank, for example, might have
waited for Deutsche Bank to strike a deal
with Brazil, accept a loss, and help Brazil
regain creditworthiness—at which point
Citibank would demand full repayment.
But Deutsche Bank and other competitors,
of course, would have waited too. In the
ban on doing nothing lay the genius of the
Brady Plan. Debtors including Argentina,
Brazil, Mexico, Nigeria, and the Philippines
struck Brady agreements between 1990 
and 1994, in each case ending years of
repeated, crisis-atmosphere negotiations.
Nearly forgotten amid the deal-making,
though, were the low-income nations that
were heavily indebted not to banks but 
to other governments.57

Even before Brady announced his plan,
charitable groups had begun experimenting
with debt-reduction transactions in the
same family. One kind, debt-for-nature
swaps, worked like this: In August 1987,
the U.S. group Conservation International
(CI) bought Bolivian IOUs with a face
value of $650,000 from commercial banks.
Because the banks viewed the IOUs as
nearly worthless, they agreed to a sale price
of only $100,000. CI then cancelled
$400,000 of the debt and accepted the
remaining $250,000 in Bolivian currency

rather than dollars, which were scarce in
Bolivia, and donated it for management of
the 15,000-square-kilometer Beni Bios-
phere Reserve. In effect, Bolivia paid off
loans by “exporting” the service of protect-
ing its forests to the rest of the world, rather
than exporting the trees.58

Soon other environmental groups joined
in, making deals with Costa Rica, Madagas-
car, the Philippines, and two dozen other
nations. Over time, the national aid agen-
cies that already “owned” billions in Third
World bilateral debt became the major play-
ers. To date, donors have retired some $7
billion in debt and freed up more than $1
billion for environmental projects, half of
that in Poland, where an “EcoFund” is
cleaning up some of the worst environmen-
tal legacies of the communist era.59

In the same vein, UNICEF bought or
received donations of debt with a face value
of $200 million between 1989 and 1995,
which it used to finance debt-for-develop-
ment swaps. The goals of projects funded
ranged from providing clean water in Sudan
to helping street children in Jamaica.60

Lending, Development,
and Accountability

Spanish-American philosopher George 
Santayana famously observed that “Pro-
gress, far from consisting in change,
depends on retentiveness. . . . Those who
cannot remember the past are condemned
to repeat it.” History offers three principal
lessons for closing the last, sad chapter of
the Third World debt crisis, the continuing
impasse between official creditors and the
poorest nations on Earth.61

First, there is value in compromise. In the
long history of international debt trouble,
full repayment after crisis is the exception,
not the rule. In the current crisis, realistic
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compromises have brought relief much
more than demands that debtors shoulder
every dollar of debt burden and overhaul
policies in order to make payments.

Second, there is value in humility. Devel-
opment projects, including adjustment pro-
grams, fail more than they succeed.
Processes of economic development are
extremely complex and the barriers to
progress many. Rarely can a single individ-
ual or institution, whether native or for-
eign, shape the course of a nation’s
development—its history.

And third, there is value in speed. Con-
tinuing crisis can harm the poor and the
environment, undermining goals for which
the debts were avowedly run up.

Underlying all these lessons is a more
basic one: there is value in accountability.
We cannot expect perfection from the agen-
cies of our governments. But we should
expect them to learn from their mistakes
and from the past generally. Yet the parties
to the debt crisis do not have a strong his-
tory of learning from history. In the 1980s,
for instance, the U.S. government, the
IMF, and the World Bank seemed unaware
of how historically unrealistic it was to
expect that they could elicit radical eco-
nomic reform, rekindle economic growth,
and extract full repayment in debtor
nations. It is rarely easy or pleasant for insti-
tutions, as for people, to engage in the sort
of self-criticism that is needed, so they will
usually only do it in response to strong
pressure—whether from street demonstra-
tions or a loss of capital.

Viewed through this lens, the Debt Ini-
tiative for Heavily Indebted Poor Coun-
tries, which aims to end the debt crisis
between official lenders and the poorest
nations, represents a half-step forward. The
initiative, jointly administered by the World
Bank and the IMF, embodies a major shift

in official creditors’ approach to the crisis,
recognizing the value of compromise,
humility, and speed in principle. But it falls
short in its particulars and will almost cer-
tainly not end the crisis. Most problemati-
cally, it will likely shield official lenders such
as the World Bank from the costs of past
mistakes.

The initiative accepts the importance of
compromise in principle by offering many
countries deep debt reductions. Tanzania’s
debt, for example, should shrink two
thirds—from an amount equivalent to 480
percent of its annual export earnings to the
target level of 150 percent. But in fact the
initiative hardly compromises in practice.
Countries that are not quite poor or indebt-
ed enough to qualify, including Indonesia
and Nigeria, will receive no additional
relief. For countries that do qualify, the def-
inition of “sustainable debt”—the level to
which a country’s debt would be reduced—
is high and, World Bank and IMF staff have
admitted, rather arbitrary.62

For example, the initiative aims to cap a
country’s annual debt service (as distinct
from total debt) at 20–25 percent of export
earnings. In contrast, the victors in World
War I demanded that Germany pay repara-
tions worth 13–15 percent of its exports, a
demand so excessive it spurred nationalist
anger and helped bring Hitler to power.
After World War II, West Germany’s credi-
tors settled for 3.5 percent of exports, so as
not to slow the nation’s recovery. If those
creditors were as solicitous of the need of
HIPCs to develop, they would offer far
deeper relief.63

Using mathematical models of HIPC
economies, the U.S. General Accounting
Office has concluded that many HIPCs’
debts will probably stay unrealistically high.
Its model for Tanzania, for example, sug-
gests that although the initiative would cut
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the country’s debt from $5.7 billion to
roughly $2 billion, new borrowing would
lift it to $6.4–7.3 billion by 2018—an
unpayable amount unless the country’s
economy and exports grow improbably
fast. One reason: if Tanzania shifts spending
from debt service to social services, it will
need just as much money as before—just as
much tax revenue, grant income, and new
loan receipts—barring major changes. The
30-percent reduction in the country’s
annual debt payments under the initiative

would therefore be short-lived.64

Drawing on the experience of middle-
income debtors in the 1980s and early
1990s, economist Daniel Cohen has esti-
mated that HIPCs are economically and
politically capable of paying back roughly
28 percent of their current debts. (Many
HIPCs are now maintaining the appearance
of fully servicing their loans only by bor-
rowing more.) Thus, demanding 50-per-
cent repayment instead of 100 percent will
have little meaning. Debtors will be pressed
almost as hard as before to service their
debts, and will spend almost as much over
the long run doing so. Cohen’s figures sug-
gest that only 5 percent of the billions of
dollars in pledged debt relief will reach
HIPCs through lower payments in coming
decades. Ninety-five percent will stay with
the lenders.65

The largest immediate winners under the
HIPC initiative, then, will be the World
Bank and other multilateral development
banks. In effect, the HIPC Trust Fund,
financed by creditor government contribu-
tions, will recapitalize these banks to clean
up some of their bad loans. (The IMF,

however, will pay for its debt write-downs
out of its large gold reserves.) In a strange
way, the HIPC initiative has co-opted
Jubilee 2000 lobbyists who pressed legisla-
tures to fund the program fully. Without
HIPC, the only option for development
banks wanting to cover problem loans was
to grant still more loans. With HIPC, cred-
itor governments will reimburse banks for
forgiving debts—all in the name of charity.

The “enhanced” version of the HIPC
initiative, announced in 1999, shows some
humility by conditioning debt relief on a
country developing a Poverty Reduction
Strategy Paper (PRSP) in consultation with
civil society—including domestic NGOs,
churches, or village representatives—and
implementing the plan with savings from
debt relief. (The requirement also applies
now to countries seeking new structural
adjustment loans.) These rules tacitly admit
that lenders and governments do not hold a
monopoly on information and wisdom rel-
evant to fighting poverty. Uganda, which
began such a consultation in 1995, offers
an example: it shifted funding toward pro-
viding safe drinking water in response to
comments from poor communities.66

The PRSP process could become an
important new approach to planning aid
and development in poor countries, allow-
ing greater consultation and coordination
among civil society groups, government
agencies, and donors. Already, PRSP
requirements have raised the profile of the
poverty problem among government offi-
cials and led them to work somewhat more
with nonprofit groups. In Kenya, for
instance, the government held seminars
with aid donors, local businesses, women’s
groups, and opposition movements to pre-
sent its poverty strategy.67

But again, important details undermine
the appearance of change. First, the new
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requirement joins rather than replaces old
ones: debtors must also stick to a standard
structural adjustment plan for three to six
years to obtain permanent debt reduction.
Indeed, according to the NGOs polled by
the Brussels-based European Network on
Debt and Development, most local IMF
representatives still seem to care more
about structural adjustment than poverty
reduction strategies. Debtor governments
are taking the cue, emphasizing measures
such as privatizing state companies in their
economic plans.68

Second, PRSP requirements, like struc-
tural adjustment requirements, seem based
on a naive understanding of internal
dynamics of lending institutions, domestic
politics in debtor nations, and the problem
of poverty itself. In reality, debtors’ resis-
tance to outside pressure will probably
combine with creditors’ eagerness to cancel
debt and thus weaken their influence over
debtors’ policies. Debtors less committed
to poverty reduction—or less responsive to
pressure from civil society—may put on
insincere PRSP shows in order to obtain
debt relief, as NGOs in Kenya fear is hap-
pening there.69

Indeed, a host of thorny questions con-
fronts lenders attempting to gauge the
quality of consultation. Who should partic-
ipate in designing the poverty reduction
strategy, asks Joan Nelson, a political scien-
tist at the Overseas Development Council
in Washington, DC: Churches? NGOs
based in the capital? Elected leaders of cer-
tain villages? And what constitutes a legiti-
mate process for selecting the participants?
Once selected, should participants merely
air their views or be given a veto over final
plans? What role should experts play? There
can be no clear answers to these questions,
which is one reason that IFIs generally have
not enforced conditions for which good

performance is hard to define.70

Poverty reduction, moreover, is a com-
plex and uncertain undertaking. Aid agen-
cies have lent and spent billions to fight
poverty, yet indigenously driven reforms,
such as the shifts toward the market in
China and Viet Nam, have generated most
of the successes. Were ending poverty quick
and easy, there would probably be no offi-
cial debt crisis. It takes time, especially for a
cash-strapped government, to assess the
extent and nature of poverty, consult with
the groups affected—from slum dwellers to
landless farmers—then assign priorities to
potential responses and draw up plans.
Uganda and Ghana, two leaders in consul-
tative development of anti-poverty strate-
gies, had been working on their plans for
five years as of mid-2000.71

Herein lies one of the central tensions of
the HIPC initiative, between the need for
speed in debt relief and the need for time to
develop anti-poverty programs. The PRSP
requirements could delay debt reduction
for years so countries can assemble high-
quality plans. Or governments could ram
hastily designed poverty reduction strate-
gies through quick, ineffective consulta-
tions in order to win quick debt relief. The
initiative’s designers grapple with this ten-
sion by allowing debtors to submit prelimi-
nary, interim poverty plans in return for
prompt but provisional debt relief—lower
annual debt payments. Permanent reduc-
tions in the debt stock are to come several
years later, upon approval of a full PRSP.72

Unfortunately, this approach does not
eliminate the tension over tempo. In 2000,
for example, the government of Honduras
decided to shoehorn initial consultations
with civil society into a few months so that
it could submit an interim PRSP to the IMF
and World Bank by March 2001. And once
interim poverty reduction plans receive the
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stamp of approval from the IMF and the
World Bank, they can take on a life of their
own, however hastily drawn up. Burkina
Faso’s final PRSP closely follows the inter-
im one, for example.73

Overall, the current HIPC plan is seri-
ously biased toward placing costs of past
mistakes, and risks of future ones, on poor
countries. Most of the money will go
toward reimbursing lenders for writing off
debts, not to the struggling debtors. Yet it
is the debtors, not the lenders, who must
jump through hoops for their money. Insu-
lating lenders from the costs of past failures
invites a repetition of the lending patterns
that led to those failures, and a renewal of
debt crisis.

This critique points to ways to improve
international efforts to solve and prevent
official debt crises. Broadly, the HIPC
process should operate more like a bank-
ruptcy court. It should serve as a perma-
nent forum for quick resolution of debt
problems as they arise. All countries, not
just the 41 HIPCs designated by the World
Bank, should be eligible. As a bankruptcy
court would do, official lenders should esti-
mate how much debt will never be repaid—
and cancel it, without imposing conditions
for structural adjustment or poverty reduc-
tion. Just as in a commercial bankruptcy,
this would be an act of realism, not charity.
Indeed, some debt should stay on the
books so as not to reward debtors for waste
any more than necessary. 

Attacking the roots of official debt trou-
ble is much less straightforward than treat-
ing the symptoms. In the ideal, politicians in
creditor nations would not make unrealistic

demands on development lenders for quick
results, nor on debtors to jump through
hoops to preserve the appearance that cred-
itors are receiving something in exchange
for financially meaningless debt relief.

Similarly, aid agencies would rarely push
money through for its own sake, lending
more selectively. They would favor coun-
tries that show commitment to fighting
poverty, such as Guyana and Uganda—but
not favor them exclusively. Within each
developing country, they would see them-
selves as part of the political fabric rather
than above it, and recognize the practical
limits on their influence. Like other political
actors, they would develop a deep under-
standing of the nation’s history, institu-
tions, and culture, then build alliances and
watch for opportunities to make a differ-
ence, as the World Bank did in Papua New
Guinea when it held back the second
installment of a loan. Borrower govern-
ments would operate with much more effi-
ciency and responsiveness to the needs of
the poor, and much less corruption.

It is an impossible ideal. So the practical
challenge for concerned citizens and policy-
makers is not so much to develop a com-
plete reform agenda but to pressure the
parties to evolve in the needed directions.
Yet just as it is hard for lending agencies to
influence policies in borrowing countries,
so is it hard for any individual to influence
the policies of creditor governments and
lending agencies. Barber Conable, who
entered the presidency of the World Bank
with an ambitious reform agenda in 1986,
left five years later feeling that he had hard-
ly changed the institution. There are no pat
solutions.74

Nevertheless, if future official debt crises
are to be prevented or lessened, the current
system—in which the costs of failure fall
exclusively on borrowers—must be
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reformed. It is possible here to give only a
few examples of how accountability might
be more equitably and appropriately shared.

First, donor governments can require
that for each $1 million that multilateral
development banks accept from the HIPC
Trust Fund, they cancel, say, $1.5 million in
debt. Depending on their internal account-
ing systems, governments can apply similar
conditions to their own bilateral lending
agencies. Lending agencies would then suf-
fer from the debt crisis through a loss of
capital or budget, which might also lower
their credit ratings and raise the interest rate
they had to pay on funds they borrowed on
capital markets. The lack of such a rule is,
ironically, creating what economists at
development banks call a “moral hazard”:
by insulating banks from the costs of bad
loans it actually encourages imprudent
lending.

Second, governments can delay con-
tributing new capital to lending agencies
until they are satisfied that the agencies are
reining in pressure on individual employees
to lend, becoming more strategic in their
lending, and coming to terms with their
limited influence in developing countries.

Third, governments need to rethink the
very notion of lending for development.

Development lending is an extremely risky
business: failure is frequent. Aid can still be
worthwhile, since even occasional success
can help millions of deserving people. But
loans, by definition, force borrowing
nations with poor, fragile economies to bear
most of the risk. One alternative is for cred-
itor governments to increase foreign aid so
that agencies could grant more and lend
less. Another is to tie loan repayments to
the increase in the borrower’s GDP or
exports. Lenders would then become more
like stock market investors, standing to lose
in the event of failure—or to reap high
returns in the event of success. Strange as it
may seem to link debt payments to GDP or
exports, the HIPC initiative does exactly
that by capping a country’s debt-exports
ratio at 150 percent. Applying the practice
to new loans would merely make it routine
rather than an ad hoc response to failure.

Finally, there is no substitute for activism.
Pressure from NGOs has been the most
powerful force for holding creditor govern-
ments accountable for their role in the debt
crisis, and for bringing them as far as they
have come in confronting it. NGOs spot-
lighted the Year of Jubilee. The jubilee has
not occurred yet, but if NGOs fight hard
enough, it will.
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In early May 2000, the Bering Sea was the
scene of events that could have been out of
a Tom Clancy thriller—but with a distinct-
ly post–cold war twist. For most of a week,
a U.S. Coast Guard cutter called the Sher-
man pursued a Korean-owned, Russian-
crewed, Honduran-registered vessel named
the Arctic Wind across some 1,500 kilome-
ters of water off the coast of Alaska. A Coast
Guard surveillance airplane had earlier spot-
ted the Arctic Wind fishing for salmon on
the high seas with kilometers-long driftnets
that are banned under a 1991 U.N. Gener-
al Assembly resolution and several other
international agreements.1

Things came to a head when the captain
of the Sherman ordered his crew to uncov-
er the ship’s machine guns and prepare its
gun deck for action. He had received
authorization from Coast Guard headquar-
ters to fire on the Arctic Wind if necessary
to bring it to a stop. Faced with this immi-
nent threat, the captain of the Arctic Wind
backed down and allowed the Coast Guard
aboard to inspect the ship for illegal catch.

In addition to finding a ton of salmon
already in the vessel’s hold, the inspectors
watched as some 14 kilometers of nets were
pulled up that had collectively ensnared
700 salmon, 8 sharks, 50 puffins, 12 alba-
tross, and a porpoise.2

Just a month or so earlier, it was Russian
officials who were cracking down on inter-
national environmental crime. On March
31st, in the port city of Vladivostok, under-
cover Russian police officers trailed two
investigators from environmental groups as
they posed as eager purchasers of a stockpile
of Siberian tiger skins from a corrupt offi-
cial. The Russian officers arrested the
wildlife trader on the spot, and oversaw two
similar sting operations over the next few
days. Earlier in the year, Russian investiga-
tors had infiltrated the wildlife trade crime
ring and determined that it was raking in
some $5 million a year from smuggling
such items as wild ginseng, tiger skins, and
bear paws and gallbladders across the Russ-
ian border. Trade in these wildlife products
is restricted under the terms of the 1973
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Convention on International Trade in
Endangered Species of Wild Fauna and
Flora (CITES).3

These stories are indicative of broader
trends worldwide. The last few decades
have seen an explosion in international
environmental agreements as countries
have awakened to the seriousness of trans-
boundary and global ecological threats and
the need to address them.

But reaching agreement on an interna-
tional accord is only the first step. The larg-
er challenge is seeing that paper agreements
are translated into on-the-ground reality.
While some environmental treaties have
generated clear and measurable results,
many others are plagued by weak commit-
ments and lax enforcement.

Under international law, countries that
have ratified treaties are responsible for car-
rying them out. But governments cannot
do this alone; they must also mobilize a
broad range of domestic constituencies,
including private businesses and ordinary
consumers and citizens. Ensuring that envi-
ronmental treaties make a difference on the
ground requires compliance by countries
with specific legal commitments, enforce-
ment by national governments of the
domestic laws passed to implement them,
and attention to broader questions about
the overall effectiveness of the accord.

The general public is often skeptical of
international treaties, viewing them as
paper tigers that lack enforcement teeth.
Yet some analysts arguably go too far in the
opposite direction, maintaining that coun-
tries almost always comply with their treaty
commitments. To the extent that this is
true for environmental treaties, it may have
more to do with the lack of specific require-
ments in most treaties than the high level of
motivation of treaty members to put exist-
ing accords into practice.4

Growing evidence suggests that many
national laws and policies passed by govern-
ments to implement their international
commitments are inadequately enforced.
These deficiencies have resulted in an
explosion of international trafficking in
restricted substances such as wildlife, fish,
waste, and ozone-depleting chlorofluoro-
carbons (CFCs).

The growth of illegal trade in environ-
mentally sensitive products stems from a
range of factors, including overall increases
in international trade, lax border controls,
uncoordinated national enforcement
efforts, and the rising strength of transna-
tional organized crime. Ironically, interna-
tional environmental crime has also resulted
from the proliferation of environmental
treaties, which by creating rules for interna-
tional commerce also create opportunities
for people to evade them.5

The last few years have brought rising
international attention to the range of
enforcement and compliance challenges
posed by environmental treaties, which has
in turn sparked various innovative respons-
es from diverse quarters. These initiatives
augur well for broader efforts to build envi-
ronmental governance structures that are
up to the task of reversing global ecological
decline.6

The Treaty Landscape
The flurry of international environmental
diplomacy in recent decades has caused the
number of accords to soar from just a hand-
ful in 1920 to nearly 240 today. (See Figure
9–1.) More than two thirds of these pacts
have been reached since the first U.N. con-
ference on the environment was held in
Stockholm in 1972. These agreements
cover a broad range of issues, including bio-
logical diversity, international fisheries,
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ocean pollution, trade in hazardous
wastes and substances, and atmos-
pheric pollution. (See Table 9–1.)7

The task of overseeing the imple-
mentation of treaties at the interna-
tional level falls to many different
institutions and actors. Small offices
known as secretariats are a linchpin of
these efforts. Secretariats are staffed
by international civil servants, and
are often managed by U.N. agencies,
including the U.N. Environment
Programme (UNEP) and the Inter-
national Maritime Organization
(IMO). Secretariats have diverse
functions, including gathering and
analyzing data, advising governments on
implementation measures, maintaining
convention records, and servicing the Con-
ference of the Parties (COP)—the regular
meeting of treaty members that is the
accord’s governing body.8

At Conferences of the Parties, treaty
members review implementation, consider
new information from diverse sources, and
revise the treaty if necessary. They may also
decide how to respond to any noncompli-
ance by treaty members. Many COPs create
sub-bodies responsible for reviewing imple-
mentation of the accord on an ongoing
basis. Environmental conventions also com-
monly include scientific bodies, which pro-
vide relevant scientific and technological
information.9

One important tool that most environ-
mental treaties rely on to encourage com-
pliance is transparency of information. A
treaty typically requires member govern-
ments to supply secretariats with detailed
reports that generally include relevant data
as well as information about national poli-
cies to put the agreement into practice. This
information is then made available to the
Conference of the Parties, where it can be

used to assess compliance by individual
countries and to address broader questions
about the overall effectiveness of the agree-
ment.10

Although reporting is a key requirement
of most environmental treaties, experience
with it to date has been uneven. One prob-
lem is that countries do not always provide
timely information. For example, only 39
percent of the parties to the London Con-
vention on ocean dumping submitted the
required reports for their 1997 deadline,
while just 48 percent of the parties of the
Bonn Convention on Migratory Species did
so for a 1999 deadline. And the documents
that are submitted may be inconsistent,
outdated, or incomplete.11

But recent attention to these problems
has begun to generate somewhat more time-
ly reporting. Parties to CITES, for example,
agreed in 1991 to consider the failure of
members to submit annual trade data
reports on time to be an infraction of the
accord that would be publicized to other
countries. This peer pressure has borne fruit:
by 1998, reporting under CITES had risen
to nearly 60 percent of members, almost
double the share in 1990. The penalties for
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Table 9–1. A Timeline of Selected International Environmental Agreements

1971 Ramsar Convention on Wetlands of International Importance, Especially as Waterfowl Habitat 
(123 parties)

A framework for national action and international cooperation for the conservation and sustain-
able use of wetlands and their resources.

1972 Convention Concerning the Protection of the World Cultural and Natural Heritage (161 parties)

Encourages countries to protect areas with outstanding physical, biological, and geological forma-
tions, habitats of threatened animal and plant species, and areas with scientific, conservation, or
aesthetic value.

1972 London Convention on the Prevention of Marine Pollution by Dumping of Wastes and Other Matter
(78 parties)

With amendments, bans dumping at sea of high- and low-level radioactive and highly toxic wastes
as well as incineration and dumping at sea of all forms of industrial waste.

1973 Washington Convention on International Trade in Endangered Species of Wild Fauna and Flora
(CITES) (152 parties)

Restricts trade in species that are either threatened with extinction or that may become endan-
gered if their trade is unregulated.

1973  (updated 1978)  International Convention for the Prevention of Pollution from Ships (MARPOL)
(112 parties)

Restricts intentional discharges of oil, sewage, garbage, noxious liquids, packaged toxins, and 
airborne emissions at sea. Sets standards for ship construction and operation.

1979 Bonn Convention on the Conservation of Migratory Species of Wild Animals (CMS) (70 parties)

Outlines strict protection for more than 70 endangered terrestrial, marine, and avian migratory
species throughout their range. Establishes conservation and management rules for more than 
170 additional species under potential threat.

1982 U.N. Convention on the Law of the Sea (UNCLOS) (135 parties)

Establishes a broad framework governing ocean use that encompasses other oceans agreements.
Designates 200-mile Exclusive Economic Zones (EEZs). Includes provisions on conservation of 
living marine resources, maintenance and restoration of marine populations, and protection of 
the sea from pollution.

1987 Montreal Protocol on Substances That Deplete the Ozone Layer (175 parties)

With amendments, requires the gradual phaseout of chlorofluorocarbons, halons, and other 
synthetic chemicals that damage the stratospheric ozone layer that protects life on Earth from
harmful ultraviolet radiation.

(continued)
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failing to submit were boosted further still in
early 2000: CITES parties failing to submit
annual reports in three consecutive years
now face trade restrictions in species con-
trolled under the treaty.12

Governments are also increasingly grant-
ing secretariats powers to actively oversee
compliance and implementation. The

CITES secretariat, for example, can request
information from countries about alleged
lapses, and ask for explanations from any
country it believes is falling short of meet-
ing treaty obligations. The secretariat of the
Montreal Protocol on ozone layer deple-
tion is also empowered to investigate sus-
pected cases of noncompliance.13
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Table 9–1.A Timeline of Selected International Environmental Agreements
(continued)

1989 Basel Convention on the Control of Transboundary Movements of Hazardous Wastes and Their
Disposal (141 parties)

Restricts the international export of hazardous wastes from industrial to developing countries,
unless the importing country agrees to accept them. Far-reaching 1994 amendment completely
bans all hazardous waste exports to developing countries for final disposal and recovery opera-
tions, but is not yet in force.

1992 Convention on Biological Diversity (CBD) (178 parties)

Establishes a broad framework for the conservation of biological diversity, sustainable use of its 
components, and fair and equitable sharing of the benefits arising from the use of genetic
resources. Biosafety protocol of 2000 addresses the effects of transboundary shipment and use 
of genetically modified organisms.

1995 U.N.Agreement Relating to the Conservation and Management of Straddling Fish Stocks and
Highly Migratory Fish Stocks (28 parties; not yet in force)

Expands the scope of UNCLOS, prescribing a precautionary approach to the management and
conservation of fisheries that straddle EEZ boundaries and migrate across the high seas. Grants
parties the right to board and inspect vessels of other parties and obligates parties to collect and
share data.

1997 Kyoto Protocol to the 1992 U.N. Framework Convention on Climate Change  (30 parties; not yet
in force)

Requires industrial countries to reduce emissions of carbon dioxide by 6–8 percent by 2008–12,
in order to meet the overall goal of stabilizing the atmospheric concentrations of gases that 
contribute to warming of Earth’s climate.

1998 Rotterdam Convention on the Prior Informed Consent Procedure for Certain Hazardous 
Chemicals and Pesticides in International Trade (PIC Convention) (11 parties; not yet in force)

Restricts the international export of 27 harmful pesticides and industrial chemicals that have been
banned or severely restricted in many countries, unless the importing country agrees to accept
them.

SOURCE: See endnote 7.
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Some secretariats even occasionally
undertake on-the-ground inspections.
Under the Ramsar Convention on the pro-
tection of wetlands, for instance, on-site
inspections by a team including secretariat
staff as well as independent experts can be
launched when national reports or indepen-
dent sources indicate that a protected wet-
land may be threatened. A report based on
the visit provides recommendations to the
government for responding to the situa-
tion. More than 20 inspections have
occurred since the procedure was estab-
lished in 1989, in countries as diverse as
Austria, Iran, Pakistan, and the United
Kingdom.14

Despite the importance of these secre-
tariats, governments typically give them

limited authority and resources. They often
lack the wherewithal or authority to verify
the information on implementation efforts
contained in government reports. A typical
secretariat has fewer than 30 staff and an
annual budget of less than $5 million (see
Table 9–2)—a drop in the bucket compared
with the budgets of the agencies charged
with implementing environmental laws in
large industrial countries.15

The efforts of secretariats to monitor
treaty implementation and compliance are
often supplemented by those of nongovern-
mental organizations (NGOs). In one par-
ticularly successful example, a network of
national organizations called TRAFFIC
plays an important role in monitoring inter-
national wildlife trade. Created in 1976,
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Table 9–2. Selected Treaty Secretariats—A Comparison of Resources

Treaty Budget1 Staff Size Secretariat Location Web Site

(million dollars)

Climate Change 12.0 100 Bonn www.unfccc.de
Convention

Biodiversity 9.0 50 Montreal www.biodiv.org
Convention

CITES 5.0 27 Geneva www.cites.org

Ramsar Wetlands 3.8 19 Gland, Switzerland www.ramsar.org
Convention

Montreal Protocol 3.0 16 Nairobi www.unep.org/ozone

Basel Convention 1.7 17 Geneva www.basel.int

Migratory Species 1.1 11 Bonn www.wcmc.org.uk/cms
Convention

London Dumping 0.23 3 London www.londonconvention.org
Convention

1Budget figures represent the most recent year available.
SOURCE: See endnote 15.
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TRAFFIC tracks national customs enforce-
ment efforts, documents areas of unsustain-
able wildlife trade, identifies trade routes for
wildlife commodities, and investigates
smuggling allegations. It channels this
information to CITES members through
regular contact with the CITES secretariat
and the publication of a bimonthly bulletin,
and provides recommendations to govern-
ments on proposed species listings. NGOs
are also active in monitoring other forms 
of international environmental crime,
including the hazardous waste trade, the
smuggling of CFCs and other ozone-
depleting substances, and illegal fishing and
logging.16

NGOs as well as governmental institu-
tions are using a range of new technologies
in their efforts to uncover international
environmental crime. Satellites are tracking
illicit fishing and logging, and DNA tracing
is being used to monitor both fishing and
wildlife trade. The latter technology enables
researchers to link seafood items and
wildlife parts back to the species or even the
animal of origin. In one recent application,
scientists from the University of Auckland
in New Zealand confirmed that a wide
range of whale species protected under the
International Whaling Commission’s mora-
torium on commercial whaling were
nonetheless being sold in fish markets in
Japan.17

Species at Risk
One burgeoning form of international envi-
ronmental crime is wildlife trading that vio-
lates the terms of CITES. This treaty was
finalized in 1973 in response to widespread
public concern over the growing extinction
crisis. CITES bans international trade in
some 900 animal and plant species in dan-
ger of extinction, including all tigers, great

apes, and sea turtles, and many species of
elephants, orchids, and crocodiles.Through
a requirement for export permits, it also
restricts trade in some 29,000 other species
that are directly or indirectly threatened by
commerce, among them birdwing butter-
flies, parrots, black and stony corals, and
some hummingbirds.18

CITES is credited with reducing trade in
many threatened animals, including chee-
tahs, chimpanzees, crocodiles, and ele-
phants. But despite these notable successes,
unchecked trade in many endangered
species that are theoretically protected
under CITES continues, earning smugglers
high profits on black markets worldwide.
Illegal traders are estimated to earn some
$5 billion annually through such com-
merce, representing roughly a quarter of
the value of global wildlife trade. Among
the most coveted black market species are
tigers and other large cats, rhinos, reptiles,
rare birds, and botanical specimens. (See
Table 9–3.)19

The bulk of illegally traded wildlife orig-
inates in developing countries, home to
most of the world’s biological diversity. In
Latin America, for example, dealers in
Brazil secret out some 12 million animals a
year, generating annual revenues of $1.5
billion—while those in Colombia smuggle
some 7 million animals, earning an estimat-
ed $40 million. And in Central Asia, locals
in Kazakhstan, Mongolia, and elsewhere
sell growing numbers of endangered fal-
cons and pelts from bears and snow leop-
ards to foreigners in exchange for
desperately needed cash.20

The demand for illegal wildlife, mean-
while, comes primarily from wealthy collec-
tors and other consumers in Europe, North
America, Asia, and the Middle East. In
1999, customs officials in the United King-
dom alone confiscated some 1,600 live ani-
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mal and birds, 1,800 plants, 52,000 parts
and derivatives of endangered species, and
388,000 grams of smuggled caviar.21

Among other uses, wildlife is in demand
for food and medicine, as clothing and
ornamentation, for display in zoo collec-
tions and horticulture, and as pets. In the
United States—the world’s largest market
for reptile trafficking—exotic pets such as
the Komodo dragon of Indonesia, the
plowshare tortoise of northeast Madagas-
car, and the tuatara (a small lizard-like 
reptile from New Zealand) reportedly sell

for as much as $30,000 each on the black
market.22

The multibillion-dollar traditional Asian
medicine industry has been a large source of
the demand for illegal wildlife, with adher-
ents from Beijing to New York purchasing
potions made from ground tiger bone,
rhino horn, and other wildlife derivatives for
their alleged effect on ailments from impo-
tence to asthma. In parts of Asia, bile from
bear gall bladders—used to treat cancers,
asthma, eye disease, and other afflictions—
can be worth more than narcotics.23
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Table 9–3. Selected Species Threatened by Illegal Wildlife Trade

Species Threats/Population Status

Tiger Live tigers can fetch up to $15,000 each in the pet trade, while pelts used in the fashion
and curio industries can cost $10,000 or more. Ground bones and other parts are sought
for use in traditional medicines.The global tiger population has fallen 95 percent since
1900, to some 5,000–7,500 animals.Three of eight sub-species have already gone extinct.

Giant panda A single panda pelt, valued in the fashion and curio industries, can sell for up to $100,000
on the black market. Only 1,000 pandas are thought to remain in the wild.

Elephant Ivory from tusks is valued for use in sculpture and jewelry, especially in Japan.A recent
discovery of 78 smuggled tusks in Egypt had a street value of more than $200,000.African
populations fell by half between the early 1970s and late 1980s—to some 600,000 ani-
mals—and are only now beginning to recover. Fewer than 20,000 elephants remain in India.

Horned Coveted in the exotic pet trade. Because of heavy poaching, fewer than 1,700 individuals
parakeet now remain in the wild, primarily in New Caledonia.

Musk deer Raw musk is extracted for use in perfumes and traditional medicines, particularly in
Europe and Asia. Up to 100,000 deer are killed each year to satisfy Chinese demand
alone. Populations are declining throughout their range in Asia and parts of eastern Rus-
sia.

Ginseng root Used as a general health tonic in Asia and elsewhere.The Asian root can fetch more than
$10,000 per kilogram; each year, up to 600 kilograms are smuggled from Russia.The old-
est American roots can sell for up to $30,000 in China. Ginseng now grows only in small
areas of Asia, Russia, and North America, and could disappear from the wild within
decades.

Caspian Sea Smuggled caviar can sell for as much as $4,400 a kilogram in Europe and the United
sturgeon States. More than half of all shipments from Russia to the United States, the leading

importer, are thought to be illegal.Adult sturgeon population has fallen 80 percent since
1986.

SOURCE: See endnote 19.



CONTROLLING INTERNATIONAL ENVIRONMENTAL CRIME

Wildlife smuggling is an attractive
proposition to many traders. It generally
requires minimal investment and carries low
risk, with domestic penalties often small or
nonexistent. And it can be extremely 
lucrative, with prices climbing substantially
as the items change hands from local 
merchants to international dealers—trans-
forming creatures into valuable commodi-
ties. A Senegalese wholesaler, for instance,
may buy a grey parrot in Gabon for $16–20
and sell it to a European wholesaler 
for $300–360, who then gets $600–1,200
for it.24

Large-scale illegal wildlife trade reflects
serious obstacles to enforcement under the
CITES regime. Smugglers have devised
numerous ways to evade the treaty’s con-
trols, from using unauthorized crossing
points to shipping illegal species along with
legal consignments. Some conceal the items
on their person or in vehicles, baggage, or
postal and courier shipments—typically
resulting in a high fatality rate for many live
species. Another common fraud is to alter
the required CITES permits to indicate a
different quantity, type, or destination of
species, or to alter the appearance of items
so they appear common. In February 2000,
the U.S. Fish and Wildlife Service arrested
someone from Côte d’Ivoire for smuggling
72 elephant ivory carvings, valued at
$200,000, through New York’s John F.
Kennedy airport—many of them had been
painted to resemble stone.25

As it grows in sophistication, wildlife
smuggling accounts for a rapidly rising
share of international criminal activity.

Wildlife traders commonly rely on the same
international trafficking networks as smug-
glers of other contraband goods, such as
gems and drugs. In the United States, con-
signments of snakes have been found
stuffed with cocaine, and illegally traded
turtles have entered on the same boats as
marijuana. The proceeds from black market
ivory sales and other wildlife trafficking are
sometimes laundered or funneled to other
illicit activities, such as the purchase of
drugs or weapons.26

Adequate enforcement of CITES
requires strong, coordinated efforts within
governments. As with most international
treaties, the CITES secretariat has little cen-
tralized authority and no official agents or
inspectors of its own. Each country must
enforce CITES through its national legisla-
tion, designating permitting authorities and
training customs inspectors and police to
detect and penalize illegal activity. But a
1993 study by the World Conservation
Union–IUCN reported that some 85 per-
cent of CITES parties had incomplete
implementing legislation, with one of the
most common deficiencies being a lack of
appropriate penalties to deter treaty viola-
tions.27

Developing countries, in particular, have
had difficulty implementing CITES. Many
lack the money, equipment, or political will
to monitor their own wildlife populations
effectively, much less wildlife trade. Cus-
toms offices are chronically understaffed
and possess limited resources, while agents
are often either untrained to identify illegal
activity or overwhelmed by the sheer num-
bers of species they must track. Local
authorities sometimes issue permits for
species they do not know are restricted, or
let consignments slip through because they
cannot identify a fake or altered permit. In
extreme cases, corrupt local officials facili-
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In early 2000, the Tanzanian govern-
ment estimated that more than 70
vessels were fishing illegally in its
waters.
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tate the illegal trade, deliberately issuing
false permits or overlooking illegal consign-
ments in order to obtain bribes or other
kickbacks.28

As awareness of the scope of illegal
wildlife trade grows, worldwide enforce-
ment of CITES is gradually improving. The
United Kingdom, for instance, recently
established a new national police unit to
combat wildlife crime, and announced
tougher penalties for persistent offenders.
And in South Korea, a team at the Seoul
airport now uses specially trained dogs to
detect tiger bone, musk, bear gall bladders,
and other illegal wildlife derivatives smug-
gled in luggage and freight—the first pro-
gram of its kind in East Asia.29

Some progress against illegal wildlife
trade has also been made at the regional
level. Under the 1996 Lusaka Agreement,
for example, Kenya, Lesotho, the Democra-
tic Republic of Congo, Tanzania, Uganda,
and Zambia have conducted joint opera-
tions that have led to the seizure of hun-
dreds of tons of illegal elephant ivory and
the arrests of several poachers in the
region.30

Although it has typically focused mainly
on terrestrial animals and plants, CITES
offers limited protection to several highly
endangered fish species as well. The world’s
fisheries are also ostensibly protected by a
wide range of other agreements at the glob-
al and regional levels. But many of these
face growing enforcement hurdles, result-
ing in illegal fishing in all types of fisheries
and in all the world’s oceans, including
national waters, regionally managed fish-
eries, and the high seas. As with other forms
of wildlife trade, booming consumer
demand is an important driving force. In
Japan, for instance, species such as the
threatened Southern bluefin tuna now fetch
up to $50,000 per fish.31

One major form of illegal fishing occurs
when foreign vessels fish without authoriza-
tion in other national waters, often those of
developing countries that are unable to
patrol their shores adequately. In early
2000, the Tanzanian government estimated
that more than 70 vessels were fishing ille-
gally in its waters—mainly from Mediter-
ranean countries and the Far East. Tanzania
has few police boats or enforcement equip-
ment of its own, and has had to rely on
assistance from France and the United
Kingdom to crack down on offenders.32

Commercial fishers are also turning to
the largely unmonitored high seas—includ-
ing the Mediterranean Sea and the Indian,
South Atlantic, and Southern Oceans.
These vessels may illegally straddle the bor-
ders of regional fishing grounds that are
restricted under international laws, deliber-
ately hiding their flags or other required
identification markings to avoid recogni-
tion. They may then offload their illicit
catch to other vessels to further disguise its
origin and to minimize the penalties if dis-
covered. Often these fishers do not report
their activity—or if they do, they falsify the
species caught, the amount caught, or the
fishing area frequented.33

One of the most serious challenges to
adequate fisheries enforcement is the rapid
rise in so-called flag-of-convenience (FOC)
fishing. Increasingly, commercial fishing
companies register their ships in countries
that are known to be lax in enforcement of
international fisheries laws or that are not
members of major maritime agreements. By
transferring their allegiance to these new
“flags,” the companies can easily enter the
waters of their adopted countries or operate
undercover on the high seas where agree-
ments currently in force permit only the
country of registry (the flag state) to make
an official arrest. Some vessels change their
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flags frequently in order to hide their ori-
gins or identities, making it difficult for
enforcement officials to track them down.
This practice not only leads to unfair com-
petition among vessels, it also undermines
the overall effectiveness of international
fisheries agreements.34

An estimated 5–10 percent of the world
fishing fleet now flies flags-of-convenience.
This includes more than 1,300 large indus-
trial fishing vessels registered in such coun-
tries as Belize, Honduras, Panama, St.
Vincent, and Equatorial Guinea. In total,
some 27 countries are considered flag-of-
convenience states. Under the 1982 U.N.
Convention on the Law of the Sea and
other maritime laws, all flag states are
expected to exercise control over their ves-
sels and ensure that minimum safety and
pollution standards and other international
obligations are being met. But FOC coun-
tries typically ignore these commitments
and open their registries to outside vessels
in order to earn substantial tax revenue.35

The countries and companies that own
the re-flagged vessels are also partially to
blame for the problem. Fishing companies
from Europe and Taiwan own the highest
numbers of flag-of-convenience vessels.
Many of these firms receive special govern-
ment subsidies to register their ships
abroad. In an effort to relieve fishing pres-
sures in European waters, for example, the
European Union announced a subsidy in
1999 that rewards companies that perma-
nently re-flag their vessels elsewhere.36

With the scope of the illegal fishing
problem becoming increasingly evident,
momentum is building for stronger
enforcement measures. The U.N. Food and
Agriculture Organization (FAO), which has
played a large role in global fisheries discus-
sions, took a significant step in 1999: it
developed a new international plan of

action to combat illegal fishing, including
by FOC vessels. The plan calls for improved
oversight of vessels by flag states, better
coordination and sharing of information
among countries, and stronger efforts to
ratify, implement, and enforce existing fish-
eries accords. It is expected to work in con-
junction with other FAO efforts, including
a 1993 pact known as the “Compliance
Agreement.” This requires member coun-
tries to keep detailed records on all vessels
flying their flags on the high seas and to
ensure that the vessels do not engage in
activities that would undermine the effec-
tiveness of international conservation and
management measures. But it does not yet
have legal force, as only 18 of the required
25 countries have ratified it.37

Enforcement on the largely unregulated
high seas is expected to improve significant-
ly when a pathbreaking new treaty, the
U.N. Agreement Relating to the Conserva-
tion and Management of Straddling Fish
Stocks and Highly Migratory Fish Stocks,
enters into force. The agreement, adopted
in 1995 as an implementing agreement of
the Law of the Sea Convention, specifically
addresses the management and conserva-
tion of fish stocks that straddle national and
international waters or migrate long dis-
tances, including in international waters. It
requires member countries to issue licenses,
permits, or other authorizations to all their
vessels registered to fish on the high seas,
and to ensure that the fishers report on the
locations of the vessels, the quantity of their
catch, and other relevant scientific and tech-
nical data. The agreement also includes an
unprecedented measure allowing autho-
rized officials to board and inspect suspect
vessels in high seas areas covered by region-
al fisheries agreements, even if the ships are
registered in other countries. It will come
into force as soon as 30 countries ratify it.
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As of November 2000 some 28 nations had
taken this step, but several major fishing
nations—including China, Indonesia,
Japan, and the Philippines—had not yet rat-
ified the treaty.38

Many countries are already stepping up
efforts to enforce international fisheries
laws, though much more needs to be done.
These activities include exchanging infor-
mation about illicit activity, making vessel
registries more transparent, increasing ves-
sel inspections at sea and in ports, denying
landing and transshipment rights for illegal-
ly caught fish and improving monitoring
and surveillance of fleets using satellite-
linked Vessel Monitoring Systems and other
technologies. These steps appear to be
working, at least in some places: in the
North Pacific, Canadian officials attribute
the recent drop in the number of vessels
using illegal driftnets to stepped-up air
patrols by Canada and its partners in
regional enforcement—the United States,
Russia, and China.39

In another promising step, growing
numbers of fisheries agreements are target-
ing fish traders for their role in fostering
illegal fishing. Many regional bodies, such
as the 28-member International Commis-
sion for the Conservation of Atlantic Tunas,
now require exporters to provide evidence
of the origin of their catch, along with
other important data. These measures are
designed to make it harder for illegal
traders, and particularly flag-of-conve-
nience fishers, to market their goods.40

Several other treaties are also aimed at
reversing today’s unprecedented biological
losses, most notably the June 1992 U.N.
Convention on Biological Diversity. This
agreement currently contains few concrete
commitments, and thus has faced few major
enforcement challenges. But as it is
strengthened over time, greater attention

will need to be devoted to ensuring that
countries and private actors adhere to its
terms.41

Cracking Down on Dumping
Illegal dumping, both at sea and on land, is
another form of international environmen-
tal crime that poses growing challenges for
international treaty bodies and national-
level enforcement officials.

In the middle of the twentieth century,
an upsurge in ocean-borne shipping led to
a growing awareness of the pollution risks
from marine transport. International coop-
eration on oceanic management began in
earnest in 1948, when the International
Maritime Organization was established
under the United Nations as a forum where
countries could address common concerns
over maritime safety and pollution. The
158-member body has adopted more than
40 international conventions and agree-
ments, many aimed exclusively at protect-
ing marine ecosystems from pollution and
other toxic threats. These were all incorpo-
rated in 1982 into the U.N. Convention on
the Law of the Sea, which sets minimum
rules and standards for global maritime
activities.42

Two IMO conventions forged in the
1970s have proved particularly successful in
reducing marine pollution—the London
Convention regulating ocean dumping and
the MARPOL convention restricting releas-
es from ships. Largely as a result of the first,
for instance, the amount of industrial waste
dumped at sea dropped from 17 million
tons in 1979 to 6 million tons in 1987, and
dumping of dredged material and sewage
sludge also declined. The MARPOL con-
vention led to a 60-percent decline in the
amount of oil spilled into the oceans
between 1981 and 1989.43
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Despite their accomplishments, these
agreements are showing signs of strain. The
United Nations reports increasing viola-
tions of MARPOL’s strict restrictions on
the disposal of plastic wastes and derelict
fishing gear, particularly in the North Pacif-
ic. Moreover, despite regulations on ship
operation and construction—such as
requirements calling for conversion to dou-
ble-hulled tankers—serious oil spills and
other accidents still occur, in part because
these rules are ignored or inadequately
implemented or enforced. Indeed, since the
notorious Exxon Valdez incident in Alaska’s
Prince William Sound in 1989, at least 1.1
million tons of oil have spilled from tankers
worldwide—the equivalent of some 30
Valdez accidents.44

Cruise ships are the culprits in many
recent violations of international pollution
laws. The San Francisco–based watchdog
group the Bluewater Network reports that
these “floating cities” account for an esti-
mated 77 percent of all waste generated by
ships, which includes such items as human
waste, plastic dinnerware, and other
garbage, as well as oil and chemical releases
from general ship operations. The compa-
nies running these ships may decide to dis-
card their waste at sea either because they
lack the storage or incineration capacity on-
board or because they wish to avoid the
high costs of eventual disposal on land.
Often this at-sea discharge occurs in the
waters of countries where monitoring and
enforcement are minimal, and the activity
can go undetected. But this is not always
the case: in 1999, officials in the United
States fined Royal Caribbean Cruises Ltd. 
a record $18 million for 21 separate 
violations of U.S. marine pollution laws,
including some passed to uphold U.S. com-
mitments to MARPOL. The charges
included routine disposal of oil waste into

the sea, falsification of vessel logbooks, and
deliberate efforts to cover their tracks.45

As with illegal fishing, flag-of-conve-
nience vessels pose a serious problem in the
cruise and shipping industries. The Interna-
tional Transport Federation reports that
shippers in industrial countries control
nearly 70 percent of the world’s shipping
fleet by weight, and that 67 percent of this
tonnage is carried by vessels registered in
flag-of-convenience countries. Shipping
and cruise companies may re-flag their ves-
sels in order to avoid higher taxes, labor,
and operating costs at home, or to take
advantage of the lower safety standards and
weaker pollution laws in countries like
Liberia, Panama, and Malta. The re-flagged
ships account for a disproportionate share
of pollution and accidents at sea, as well as
detentions in ports for violations of mar-
itime laws.46

Stronger enforcement is needed to
address these problems. But like the CITES
secretariat, the IMO has no enforcement
power of its own, and must rely on member
governments to ensure compliance with its
various accords. Although there have been
efforts to build stronger enforcement into
both MARPOL and the London Conven-
tion, neither treaty contains sufficient mea-
sures to ensure effective domestic
enforcement of its provisions. Most flag
states remain reluctant to pursue MARPOL
violators, in part because the governments
are then also required to pay the legal
expenses of the prosecution. Possible solu-
tions to these problems include granting
the IMO greater central authority to review
and investigate specific cases, centralizing
and strengthening the monitoring of mar-
itime activity, creating a fund to help more
developing countries come into compli-
ance, and establishing a tribunal that would
allow citizens to bring lawsuits against com-
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panies directly when pollution or other vio-
lations are discovered.47

On a positive note, efforts to address the
flag-of-convenience issue in shipping have
gained momentum in recent years. The
IMO has encouraged flag-state govern-
ments to exercise greater control over their
ships. Another significant development has
been the shifting of power to countries
other than the flag states, in particular to
countries with ports. Under an accord
known as the 1982 Paris Memorandum 
of Understanding, for example, some 
19 port countries in Europe and North
America have agreed to systematically
inspect and detain any docked foreign ves-
sels if they suspect violations of internation-
al maritime laws.48

The international community has been
somewhat slower to address the dumping
of hazardous wastes on land than it was to
take on dumping at sea. In 1989, countries
adopted the Basel Convention on the Con-
trol of Transboundary Movements of Haz-
ardous Wastes. This treaty aims to curb the
uncontrolled dumping of hazardous wastes
from the industrial world in developing
countries by requiring exporting countries
to notify importing nations in advance of all
waste shipments, and to obtain permission
before proceeding. Nearly all industrial
countries have ratified the treaty except the
United States.49

Under the terms of the convention,
roughly one tenth of the 300–500 million
tons of hazardous wastes produced annual-
ly is now shipped legally across internation-
al borders. Industrial countries produce up
to 90 percent of all hazardous waste, which
includes industrial sludges, used batteries,
toxic incinerator ash, and contaminated
medical and military equipment. The bulk
of the waste is transferred among industrial
countries, but an estimated 20 percent

heads to the developing world and coun-
tries in transition.50

In addition to this ongoing legal trade,
the illegal waste trade is believed to be
flourishing, although it is impossible to
quantify, given that most such activity never
comes to light. Asia—and in particular
South Asia—is one of the biggest destina-
tions for illegal hazardous waste. Green-
peace India reports that more than 100,000
tons of illicit wastes entered India in
1998–99—including toxic zinc ash and
residues, lead waste and scrap, used batter-
ies, and scraps of chromium, cadmium,
thallium, and other heavy metals. The
unauthorized imports, originating in Aus-
tralia, Belgium, Germany, Norway, the
United States, and several other industrial
countries, violated the Basel Convention’s
notification rules as well as a 1997 Indian
government ban on waste imports.51

Developing countries are particularly
vulnerable to the health and environmental
effects associated with the illegal waste
trade. Many governments do not have the
infrastructure or equipment needed to store
waste safely, clean up dumpsites, or monitor
waste movements. And a recent survey by
the Basel secretariat revealed that many
countries lack adequate—or any—legisla-
tion on preventing and punishing illegal
waste traffic. On a global scale, the absence
of uniform definitions of hazardous waste
and of coordinated enforcement efforts
among ministers, customs officers, and port
authorities has contributed to the spread of
illegal waste trading. Even for countries
that do have the resources, the lack of hard
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data on the extent or geographic flow of
this trade makes it hard for officials to know
how to allocate the resources properly.52

Like other criminals, hazardous waste
smugglers go to great lengths to conceal
their activities. Many rely on false permits
or other documents to export the material,
mislabeling wastes as raw materials, less
severe substances, or other products. Oth-
ers use unauthorized routes in order to ship
wastes without prior notification or without
the consent of the importing country. In
many cases, organized crime is thought to
be behind large-scale waste trading, which
can be closely linked with money launder-
ing, the illegal arms trade, and other crimi-
nal activities.53

Illicit waste dealers increasingly pass off
hazardous shipments as recycled material,
abusing a provision in the Basel Convention
that permits trade in waste destined for
reuse or recycling. Indeed, while the Basel
controls have significantly reduced the
quantity of waste exported for final dispos-
al, exports of “secondary” material have
skyrocketed. Greenpeace estimates that
80–90 percent of waste shipped to the
developing world, particularly plastics and
heavy metals, is now labeled as destined for
recycling. Although most of this waste is
legitimate, some is illegal and is simply
dumped after being imported. In 1999, for
example, a Japanese waste disposal compa-
ny was caught attempting to dump some
2,700 tons of used hypodermic needles and
other infectious medical waste in the Philip-
pines in containers marked “paper for recy-
cling.”54

The recycling loophole is expected to
close when a far-reaching 1995 amendment
to the Basel Convention, known as the
Basel Ban, enters into force. This signifi-
cantly strengthens the treaty by prohibiting
all waste exports from industrial to develop-

ing countries, for recycling as well as for
final disposal. Many countries are already
respecting the terms of the ban, though 41
more ratifications are needed before it
comes into effect. But a few key govern-
ments—including Australia, Canada, and
the United States—continue to object to
many of the ban’s provisions, in part
because the measure could impede the
lucrative trade in recyclable materials.55

Members of the Basel Convention have
taken other positive steps to address illicit
waste smuggling. The treaty requires coun-
tries to implement domestic legislation to
curb and punish illegal waste traffic and
outlines how to handle illegally traded
waste once it is discovered. In 1994, the
Basel secretariat strengthened information
sharing among member countries by agree-
ing to set up a centralized system for
reporting suspect activity.56

A pathbreaking new liability protocol to
the Basel Convention, adopted in Decem-
ber 1999, could also curb some of the dis-
astrous effects of the hazardous waste trade,
including illegal traffic. The first of its kind
in any multilateral environmental accord,
the measure makes exporters and disposers
of hazardous waste liable for any harm that
might occur during transport, both legal
and illegal. It requires the dealers to be
insured against the damage and to provide
financial compensation to those affected.
These requirements are expected to dis-
courage illegal activity by increasing waste
traffickers’ costs. But the protocol will not
enter into force until 20 ratifications are
received. Moreover, it still contains signifi-
cant loopholes: it only covers harm that
occurs in transit—not after disposal—and
only applies to damage suffered in the juris-
diction of a treaty member.57

Lessons being learned in implementing
the Basel Convention will be put to good
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use in other international toxics treaties
recently finalized or still under develop-
ment, such as a 1998 agreement regulating
international commerce in hazardous
chemicals and a treaty on persistent organic
pollutants that is expected to be completed
by early 2001.

Atmospheric Assaults
In the mid-1980s, the world community
came face to face with the first environmen-
tal problem of truly global proportions:
damage to the stratospheric ozone layer
that protects life on Earth from harmful
ultra-violet radiation. Negotiators were
spurred to action by concern over the
“ozone hole” over the Antarctic and
mounting scientific evidence that chloroflu-
orocarbons and other synthetic chemicals
were to blame. In September 1987 they
finalized a landmark in international 
environmental law: the Montreal Protocol
on Substances That Deplete the Ozone
Layer. Experience to date with the accord
suggests that making it work will require
innovative approaches to implementation
and enforcement.

The 175-member Protocol, which has
been strengthened several times since 1987,
calls for the gradual phaseout and elimina-
tion of some 95 ozone-depleting chemicals,
including CFCs, halons, HCFCs, and
methyl bromide. Industrial countries were
required under the treaty to phase out CFC
production for nearly all domestic uses by
the beginning of 1996. Developing coun-
tries, however, were given until 1999 to
freeze their CFC consumption and produc-
tion, and must completely phase out the
chemicals by 2010. Similar phaseout
timetables exist for the other ozone-deplet-
ing substances covered under the treaty.58

Scientists estimate that if all countries

comply fully with the Protocol, the ozone
shield will gradually begin to heal within
the next few years, with a full recovery to
pre-1980 levels expected by about 2050. So
far, however, little progress is visible, as the
ozone layer continues to be damaged by
chemicals that have built up in the stratos-
phere over decades. Some of the worst
ozone holes ever recorded still appear annu-
ally over the northern and southern poles as
a result, posing a threat to human and
wildlife populations in these areas.59

Overall, most countries have met their
obligations to the Montreal Protocol in a
timely fashion. By 1997, global CFC pro-
duction was down 85 percent from its 1986
level, as the treaty began to spur the devel-
opment of alternatives for the chemicals.
But the picture has not been uniformly
bright. The most serious cases of noncom-
pliance occurred when growing economic
instability prevented Russia and several
other countries in transition—including
Belarus, Bulgaria, Poland, and Ukraine—
from meeting their 1996 deadline. Under
pressure from the treaty’s secretariat, most
of these countries were able to catch up
fairly easily—except Russia, the only major
CFC producer of the group. By 1998, Rus-
sia still housed roughly half of the global
CFC manufacturing capacity and produced
some 9 percent of the world’s CFCs.60

When it was clear that Russia would be
unable to make the transition alone, the
international community agreed to provide
funding to compensate Russian producers
for shutting down production and convert-
ing equipment at key manufacturing facili-
ties. After two years of negotiations, the
World Bank and several other international
donors stepped in with $26 million in
October 2000. In exchange, Russia
promised to adhere to a detailed schedule
to phase out production at its seven main
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manufacturing sites. Similar financial 
incentives are being used to promote com-
pliance in Azerbaijan, Bulgaria, Latvia, and
Turkmenistan.61

The next major challenge will be ensur-
ing that developing countries meet their
2010 CFC phaseout targets, though it is
not yet clear whether a significant noncom-
pliance problem will emerge. Indeed, a
recent UNEP analysis found that at least
two thirds of the developing countries sur-
veyed were well on track to meeting their
commitments.62

The different phaseout scheduling for
industrial and developing countries under
the Montreal Protocol has also contributed
to the emergence of a flourishing illegal
trade in CFCs and halons. Chemicals that
are legally produced in the developing
world make their way to lucrative black
markets in the United States and Europe,
where substances like Freon (the trade
name for CFC-12) are still in demand for
use in auto air conditioners, refrigerator
chillers, and other equipment.63

Estimates of the amount of illegal trade
are bound to be uncertain, but government
and industry reports suggest that at the
height of the problem in the mid-1990s, as
much as 15 percent of global production of
the chemicals—or some 16,000–38,000
tons—entered industrial countries annually.
In the case of smuggled CFCs, the bulk of
the supply is thought to originate in China
and India, which together produce roughly
half of the world’s remaining CFCs. The
illicit CFC trade violates domestic import
laws that many industrial countries have

implemented for the phaseout, which
require importers to obtain official permits
for any shipments of new and recycled
CFCs. More significantly, it violates the
spirit of the Montreal Protocol, undermin-
ing the overall effectiveness of the global
phaseout.64

CFC importers resort to fraud and other
evasive tactics to smuggle the banned
chemicals into industrial countries. As in
the illegal hazardous waste trade, traders
abuse existing loopholes in the Montreal
Protocol and domestic laws to pass off ship-
ments of new CFCs as “recycled” material
or as CFC replacements—neither of which
are yet restricted in most countries. The
chemicals are typically colorless and odor-
less, making them easy to disguise and vir-
tually impossible to differentiate without
chemical analysis. Even small-scale CFC
smuggling can be lucrative: in 1997, a 12-
ounce (340 gram) can of Freon bought in
Mexico for $2 could be resold in California
for $23.65

In the United States, the illegal CFC
trade reached its peak in the mid-1990s,
when an estimated 10,000–20,000 tons of
the chemicals—valued at $150–300 mil-
lion—entered the country each year. Most
of these early shipments originated in Rus-
sia and were smuggled through Europe, en
route to southern Florida. By 1995, CFCs
were considered the most valuable contra-
band entering Miami after cocaine. Follow-
ing a subsequent crackdown on large
consignments through East Coast ports,
much of the illegal trade shifted to the
Canadian and Mexican borders. Between
April 1998 and March 1999, the U.S. Cus-
toms Office in Houston, Texas, reported
619 seizures of Freon, totaling nearly 20
tons—all but two of which originated in
Mexico.66

But the illegal CFC trade in the United
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States now appears to be on the decline. A
recent study by the consulting firm ICF
Incorporated reports that large shipments
of contraband Freon are becoming less fre-
quent. This is in large part because interest
in the chemical is fading as older, CFC-
dependent equipment is gradually replaced
or retrofitted. The number of cars with
older-model air conditioners, which
account for some 82 percent of the remain-
ing U.S. demand for Freon, is expected to
fall from 55 million in 1999 to only 7 mil-
lion by 2005. Conversion and replacement
of the tens of thousands of CFC-dependent
refrigerator chillers is proceeding at a slow-
er pace, however, and black market demand
in this sector is predicted to jump as the
remaining legal CFC supplies shrink.67

Europe has been another significant
market for illegal CFCs. In the mid 1990s,
researchers with the London-based Envi-
ronmental Investigation Agency (EIA)
reported on a thriving regional trade in
smuggled CFCs, amounting to between
6,000 and 20,000 tons of chemicals annu-
ally. Well after the phaseout deadline, sup-
plies were still abundant and prices
disproportionately low—suggesting that
the market was being swamped with illegal
imports. Meanwhile, regional sales of CFC
replacements were growing more slowly
than expected, amounting to only about
three fifths their expected volume in late
1997.68

The European black market has thrived
in part because regional refrigerant man-
agement programs have been poorly orga-
nized, and because consumers perceive
alternatives to CFCs to be too costly and
less efficient. In Central and Eastern
Europe, where the illegal CFC trade is
thought to be increasing, a major problem
is inadequate detection capacity: border
officials are typically untrained in identify-

ing the chemicals and have difficulty deci-
phering their often vague customs codes.
Poland, Romania, and the Czech Republic
have all reported recent attempts by
importers to smuggle CFCs under falsified
customs codes.69

Worldwide, the illegal trade in halons is
also believed to be on the rise. Once wide-
ly used for fire suppression in military, aero-
space, and oil exploration activities, halons
contain bromine and are an estimated
40–60 times more efficient than chlorine-
based CFCs at depleting ozone. While total
atmospheric chlorine concentrations have
started to decline, those of bromine are still
growing. Scientists estimate that continued
release of halons and other bromine-con-
taining chemicals could eventually offset
the gains from reduced CFC use, delaying
the projected recovery of the ozone layer.70

Although the Montreal Protocol
required industrial countries to phase out
production and sales of halons by 1994,
developing countries are allowed to manu-
facture the chemicals until 2010. China is
now the predominant source of the illegal
halon trade, according to the Environmen-
tal Investigation Agency. Halon production
in China more than doubled between 1994
and 1996 alone, and now accounts for
nearly 90 percent of global production. As
with CFCs, smugglers pass halon shipments
off as “recycled” in order to supply them to
industry and military users in the United
States and Europe.71

In the United States, domestic enforce-
ment efforts have played an important role
in curbing the smuggling of ozone-deplet-
ing chemicals, though the quantities seized
still only account for a fragment of the total
illegal trade. The 1994 establishment of an
inter-agency task force, code-named Oper-
ation Cool Breeze, has led to more than 17
convictions and the seizure of some 450
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tons of contraband CFCs in southern Flori-
da. And Operation Frio Tejas, along the
U.S.-Mexican border, resulted in the con-
fiscation of more than $2 million worth of
Freon within its first two years. By Septem-
ber 1999, the U.S. Department of Justice
had convicted more than 80 individuals and
businesses of illegal CFC smuggling, result-
ing in jail sentences and nearly $64 million
in fines and restitution.72

In general, European enforcement
efforts have lagged behind. A regional body
organized in 1994 to assess the illegal CFC
trade has only met a few times, in part 
due to lack of data on violations and weak
interest in catching smugglers. Differences
among member states regarding fines 
and other enforcement procedures have
also hampered coordinated enforcement
efforts.73

But there are signs that European
enforcement is improving. In 1997, author-
ities in Belgium, Germany, the Netherlands,
and the United Kingdom jointly nabbed a
multimillion-dollar crime ring that had ille-
gally imported more than 1,000 tons of
Chinese-made CFCs for redistribution in
Europe and the United States. And in an
unprecedented move, in September 2000
the European Union adopted a regional
ban on CFC sales and use, which will fur-
ther simplify policing and enforcement
activities.74

Significant effort has also been made at
the global level to crack down on smug-
gling. In 1999, an amendment to the Mon-
treal Protocol entered into force, requiring
all signatory countries to issue licenses or
permits for the import and export of new,
used, and recycled ozone-depleting sub-
stances and to exchange information about
these activities on a regular basis. This sys-
tem will help discourage the illegal trade by
making it easier for police and customs offi-

cials to track the movement of the sub-
stances worldwide.75

Illegal trade in these chemicals will likely
fizzle once controls limiting their produc-
tion and consumption worldwide are in
place. But as global supplies dwindle, black
markets in CFCs in particular could also
explode in developing countries like China
and India, where there are still millions of
users of CFC-based equipment. This prob-
lem is exacerbated by the fact that industri-
al countries are exporting much of their
used CFC-dependent equipment, such as
old cars and refrigerators, to the developing
world, further fueling demand in these
countries.76

The obstacles to addressing the ozone
threat may foreshadow difficulties to be
faced in enforcing other agreements aimed
at protecting the atmosphere, such as the
1997 Kyoto Protocol to the U.N. Frame-
work Convention on Climate Change.
While many components of the treaty—
including its compliance and enforcement
mechanisms—are still being worked out, it
is clear that effective enforcement will be a
key determinant of success.

From Words to Action
As the magnitude of the international envi-
ronmental crime problem becomes increas-
ingly apparent, the world community has
begun to sound the alarm. In April 1998,
environment ministers from the leading
economic powers issued a Communiqué
that expressed “grave concern about the
ever-growing evidence of violations of
international environmental agreements,”
and called for a range of cooperative actions
aimed at stepping up enforcement. UNEP
has joined in this effort by spearheading the
development of guidelines aimed at pro-
moting compliance with multilateral envi-
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ronmental agreements and preventing
cross-border environmental crime.77

Responding to the range of challenges
that fall under the broad rubric of interna-
tional environmental crime will require a
multipronged approach. One priority is to
address the shortages of financial, techno-
logical, and administrative capacity that
often frustrate countries’ best efforts to
implement environmental treaties.

Governments created an important
precedent for this approach with the Mon-
treal Protocol on ozone depletion, which
created a sizable fund to assist developing
countries with implementation. Industrial
countries have so far contributed more than
$1 billion to the fund, financing some
3,300 projects in 121 countries that have,
among other things, helped refrigerator
manufacturers switch to CFC-free models
and farmers find substitutes for the soil
fumigant methyl bromide. Governments
built on the ozone fund model in 1991
when they created the Global Environment
Facility to finance investments aimed at
ameliorating other global problems, includ-
ing the loss of biological diversity, climate
change, and the pollution of international
waterways. The facility has so far allocated 
a total of $3.4 billion to projects in 
these areas.78

Several other international institutions
are actively engaged in helping countries to
control international environmental crime.
The World Customs Organization is work-
ing with governments to harmonize classifi-
cation systems for waste and other
environmental contraband. The interna-
tional police organization INTERPOL is
training national enforcement officers and
customs agents to identify illicitly traded
goods more easily, and is also working with
national police forces to bring international
environmental criminals to justice. Both

institutions have established close working
relations with UNEP and with the CITES
and Basel Convention secretariats.79

Although positive incentives such as
financial and technical assistance have a key
role to play in promoting better treaty com-
pliance, sometimes a more punitive
approach is called for. A range of sanctions
can be used to promote adherence to inter-
national environmental accords, including
applying diplomatic pressure; suspending
treaty privileges, such as the right to trade
in a particular substance; withholding funds
that would normally be available to a coun-
try for implementation; and imposing
financial penalties.80

Several multilateral environmental agree-
ments rely on trade restrictions to encour-
age countries to abide by their terms. The
Basel Convention on hazardous waste
export, for instance, restricts signatories
from trading in wastes with countries that
have not joined the accord, and the Mon-
treal Protocol restricts trade in CFCs and
products containing them with countries
that are not members. CITES is empow-
ered to recommend that members suspend
wildlife trade with countries identified as
out of compliance with its terms. It did just
that regarding China, Italy, Taiwan, and
Thailand in the early 1990s, and Greece in
1998. When the sanctions have been
imposed, they have generally prompted
stronger government enforcement.81

International fisheries agreements are
also increasingly using trade restrictions as a
means of bringing offending countries into
line. The International Commission for the
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Conservation of Atlantic Tunas, for exam-
ple, recently adopted a measure permitting
members to ban tuna and swordfish
imports from countries that are undermin-
ing its rules, whether or not they are Com-
mission members.82

Sometimes countries impose environ-
mental trade restrictions unilaterally but on
behalf of stronger multilateral accords.
Under a U.S. law known as the Pelly
Amendment, the government is authorized
to level sanctions against countries whose
nationals are known to be diminishing the
effectiveness of international wildlife or
fishery agreements. Though the sanctions
have only rarely been invoked, the threat
that they might be has helped strengthen a
number of accords. In 1999, for instance,
the United States threatened to impose 
a trade embargo on some $1 billion in Ital-
ian fish imports and other products in
protest over the continued use of driftnets
by Italian vessels. In response, Italy agreed
to step up enforcement, seize illegal drift-
nets, and impose stronger penalties for ille-
gal driftnet fishing by Italian vessels in the
Mediterranean.83

Although trade levers can be a powerful
tool to ensure compliance, their use is con-
troversial. One danger is that sanctions will
be used as a tool of the economically pow-
erful to impose their will on weaker nations.
In some cases, they may also be counter-
productive. When the CITES secretariat
considered halting aid for tiger protection
to India in early 2000 for the government’s
failure to curb the tiger trade adequately,
Indian officials pointed to the folly of fur-
ther crippling a country that already lacks
the equipment, personnel, or funding to
address the problem properly.84

An added problem is the possible colli-
sion between the trade provisions in multi-
national environmental agreements and the

rules of the World Trade Organization
(WTO). Although no country has lodged a
formal WTO protest against an environ-
mental treaty, the potential for such chal-
lenges clearly exists. Even without one,
worries about inconsistencies with WTO
rules undoubtedly enter into the calculus of
treaty negotiators, dissuading them from
using tools that could give teeth to envi-
ronmental accords.85

One solution to this problem would be
to amend the environmental exceptions to
the WTO to protect trade measures taken
pursuant to environmental treaties from
being challenged at the trade body. A
precedent for this approach is provided by
the North American Free Trade Agree-
ment, which stipulates that when its provi-
sions conflict with three earlier
environmental treaties (the Basel Conven-
tion, CITES, and the Montreal Protocol),
these agreements shall prevail in any formal
dispute. But some recent environmental
treaties take just the opposite approach,
stipulating that nothing in the accord
should be construed as superseding pre-
existing international obligations, including
WTO rules.86

A major difference between the WTO
and most international environmental
agreements is that WTO rules are enforced
through a binding dispute resolution proce-
dure, which means that if a national law or
policy is found to violate WTO rules, a dis-
pute resolution panel can require the
offending country to either amend its legis-
lation or pay a financial penalty equal to the
value of the foregone trade. In short, the
WTO has teeth. Environmental treaties, in
contrast, generally provide for voluntary and
nonbinding dispute resolution procedures.87

One exception is the Law of the Sea con-
vention, which includes compulsory and
binding dispute resolution procedures to
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enforce most of its rules. Parties are given a
choice of several venues for resolving dis-
putes, one of which is a newly created U.N.
International Tribunal for the Law of the
Sea. The jury is still out on the tribunal’s
effectiveness, as it has so far ruled only a few
times. In one notable decision in February
2000, the Tribunal fined the Camouco—a
Spanish-owned ship flying a Panamanian
flag—for illegally catching the threatened
Patagonian toothfish in French sub-Antarc-
tic waters. Although the fine was minimal,
the ruling was expected to send a powerful
message to illegal fishers that they may face
penalties.88

The tribunal has created an important
precedent for more enforceable interna-
tional environmental commitments. Italian
supreme court justice Amadeo Postiglione
has proposed building on this model to cre-
ate an International Court of the Environ-
ment roughly analogous to the recently
created International Criminal Court. The
new court would be empowered to enforce
environmental treaties and other forms of
international environmental law. Unlike at
today’s World Court, NGOs and private
citizens would have standing to bring
charges against transgressors, and member
countries would have to accept the Court’s
jurisdiction. For the time being, though,
few governments are willing to subject
themselves to such a body. More support
exists for proposals to transform UNEP
into a World Environment Organization
that could serve as an umbrella for the cur-
rent scattered collection of treaty bodies
and promote more coordinated implemen-
tation and enforcement.89

Another priority is to improve public
participation in governance and access to
justice at the national level, as this is where
international environmental treaties are
translated into on-the-ground action. In

the Rio Declaration on Environment and
Development that emerged from the June
1992 Earth Summit, governments agreed
that for nations to respond effectively to
environmental problems, their citizens
must have access to environmental informa-
tion, the chance to participate in decision-
making processes, and access to judicial and
administrative proceedings. These princi-
ples were enshrined in legally binding form
in the June 1998 Aarhus Convention,
negotiated under the auspices of the U.N.
Economic Commission for Europe. Work is
also now under way in Latin America and
Africa to develop regional agreements on
procedural rights, although it is not yet
clear how closely these efforts will follow
the Aarhus model.90

Despite the constraints NGOs face, they
are nonetheless actively working to control
international environmental crime both
within individual countries and at the glob-
al level. In Brazil, for example, the new
nongovernmental National Network
Against Wild Animal Traffic, known as
RENCTAS, is cooperating with the police
and the federal environment ministry to
train officers in wildlife inspection, and is
investigating anonymous tips about wildlife
smuggling that are left on its Web site.
Internationally, NGO networks such as the
Basel Action Network and the Climate
Action Network monitor treaty negotia-
tions, pushing for tougher commitments
and stricter enforcement provisions.91

Targeted industries have bowed to the
combined might of NGO and consumer
pressure in several recent cases. In 1999,
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pressure from the World Wide Fund for
Nature and increased public awareness of
the threats that traditional medicine usage
poses to wildlife caused leading practition-
ers and retailers in China to pledge not to
prescribe or promote medicines containing
parts from tigers, rhinos, bears, and other
endangered species. Later that same year,
Mitsubishi—a major supplier of tuna to the
Japanese market—responded to aggressive
lobbying by Greenpeace and other groups
by promising to stop trading in fish caught
by flag-of-convenience vessels.92

The global scope of today’s economy
coupled with the crossborder reach of
Earth’s natural systems portend a growing
role for environmental treaties in the years
ahead. But these accords will only be able
to reverse deteriorating ecological trends if
they become both more specific and more
enforceable. A broad-ranging effort involv-
ing governments, international institutions,
businesses, NGOs, and ordinary citizens is
needed to rein in international environmen-
tal crime and restore the ecological integri-
ty of the planet.
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In 1601, an English sea captain named
James Lancaster conducted an important
experiment. Commanding four ships on a
voyage from England to India, he served
lemon juice every day to the crew on one of
the ships. Most remained healthy. But on
the other three ships, 110 of the 278 sailors
died of scurvy by the journey’s midpoint.
The experiment was of immense import to
seventeenth-century seafarers, since scurvy
claimed more lives than any other single
cause, including warfare and accidents.1

Surprisingly, however, this vital informa-
tion had little impact on the British Navy.
The Navy did not conduct its own experi-
ments until 1747, nearly 150 years later,
and did not stock citrus fruit on its ships
until 1795. And the British merchant
marine followed suit only in 1865, some
two-and-a-half centuries after the first
experiment with lemon juice was carried
out. Despite the magnitude of the scurvy
problem, and despite the availability of a
simple solution, people were slow to
respond.2

Fast forward to New Year’s Eve, 1999. At
the stroke of midnight, the entire world
seemed frozen in nervous anticipation.
Calamitous economic disruptions were
widely feared from a programming flaw
thought to be lurking in computers world-
wide, the binary time bomb known as Y2K.
The bug could jam computer systems and
potentially stall the economies that depend-
ed on them. Governments and businesses
had worked for years to find and root out the
bug around the globe, yet the degree of suc-
cess could not be known. But as the clock
struck midnight in one country after anoth-
er, virtually nothing happened. The bomb, it
turned out, had been successfully defused,
the fruit of worldwide recognition of a prob-
lem and effective planning to avert it.

The two cases, extreme examples of the
human capacity to respond to a critical chal-
lenge, raise important questions for a world
facing momentous environmental and
social stresses and in need of rapid change.
Unfortunately, our response to the global
environmental crisis looks more like the
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British Navy’s of the seventeenth century
than the global community’s of the 1990s.

Despite abundant information about our
environmental impact, human activities
continue to scalp whole forests, drain rivers
dry, prune the Tree of Evolution, raise the
level of the seven seas, and reshape climate
patterns. And the toll on people and the
natural environment is growing as stressed
environmental and social systems feed on
each other. The death toll in Hurricane
Mitch in Central America, for example, in
which some 10,000 people perished, was
elevated by the interplay of climate change,
population pressures that led to deforesta-
tion, and soil erosion. (See Chapter 7.) As
environmental systems continue to weaken,
and as human demands on them increase,
the case for a shift to sustainable economies
becomes increasingly urgent.3

Indeed, this threshold moment is virtu-
ally unprecedented in world history. Only
the Agricultural Revolution that started
10,000 years ago and the Industrial Revo-
lution of the past two centuries—which
brought unparalleled prosperity as well as
environmental pathologies to a large share
of humankind—rival the current era as
moments of wholesale change in human
societies. But those global transformations
unfolded much more slowly, and began in
different regions at different times. The
changes under way today are compressed to
just a few decades and are global in scope.
The question facing this generation is
whether the human community will take
charge of its own cultural evolution and
implement a rational shift to sustainable
economies, or will instead stand by watch-
ing nature impose change as environmental
systems break down.

Orchestrating change is not easy, but
neither is it impossible. After millennia in
which human servitude was commonplace,

for example, freedom has been increasingly
secured in the last 150 years. The abolition
of slavery in the United States, the nonvio-
lent movement for India’s independence,
the end of apartheid in South Africa, the
peaceful transition away from communist
rule in Eastern Europe and the former Sovi-
et Union—in each case leaders, organiza-
tions, and citizens demonstrated the
flexibility and courage needed to respond to
the moral imperatives of their day and to
work for change. This generation will need
to summon the same courage and commit-
ment—and then some, given the daunting
challenge facing the human family today.

Civil society, business, and government
each have an important and distinctive role
to play in what is arguably the most exciting
moment in human history. But each sector
needs to become sophisticated in the lan-
guage and mechanics of change. Each
needs to learn to think strategically—a great
challenge for a species that is biased toward
the immediate and the local. And each will
need to develop strategies that promote
change quickly without increasing human
suffering. The more we understand how
change can be leveraged rapidly and
responsibly, the more likely it is that we can
safely navigate the choppy waters that lie
between us and sustainability.4

Anatomy of Change 
Human change is distinguished from natur-
al change—biological evolution, for exam-
ple, or the birth and death of stars—by its
willfulness and purposefulness. As the only
creatures known to plan change, we boldly
dip into our own history and alter the
course of our own development. The “cul-
tural evolution” driven by human interven-
tions is now a more powerful determinant
of our fate than biological evolution is.5

State of the World 2001

190



ACCELERATING THE SHIFT TO SUSTAINABILITY

Unlike biological evolution, which pass-
es change from one generation to the next,
cultural evolution also facilitates change
within a generation and to people we are
not related to. As a consequence, cultural
change now outpaces biological evolution,
and is rapidly accelerating.6

The Agricultural “Revolution,” for
example, unfolded over more than 5,000
years, with each generation inching its way
closer to full dependence on farming. Most
early agriculturalists would have been
astounded to learn that they were part of an
economic revolution. But since the Indus-
trial Revolution, and especially in the past
100 years, the pace of change has quick-
ened dramatically. In the United States, it
took 46 years for a quarter of the popula-
tion to adopt electricity early in the twenti-
eth century. But as the century unfolded,
35 years were needed for a similar propor-
tion to adopt the telephone, 26 years were
needed for television, 16 years for the com-
puter, 13 years for the mobile phone, and
only 7 years for the Internet. At this dizzy-
ing pace, societies have little opportunity to
comprehend the full consequences of their
own activities.7

Cultural change is also increasingly com-
plex, the result of a loosening of the cen-
turies-old constraints on economic
expansion—limited energy, materials, and
knowledge. In the late 1600s, for example,
nearly 60 percent of all energy used in
Europe came from horses and oxen and 25
percent from wood—a far more limited
source than the coal, oil, and gas that fueled
twentieth-century machinery. And while
earlier societies were built using wood,
ceramics, and metals, today’s economies
use composites and synthetics that draw
from all 92 naturally occurring elements in
the periodic table. Perhaps most impressive,
the stock of specialized human knowledge

has expanded dramatically: some 20,000
scientific journals are published today, com-
pared with only 10 in the mid-1700s. As
the boundaries on energy, materials, and
knowledge have expanded, the combina-
tion of development options has increased
in number and complexity.8

Organizing the complex use of energy,
materials, and knowledge became possible
in the twentieth century with a vastly
expanded human capacity for administra-
tion. Management became a science, as
Max Weber and Frederick Taylor rational-
ized organizational structure, as Henry
Ford popularized mass production tech-
niques, and as universities began to grant
MBAs and degrees in public administration.
The many different forms of administra-
tion—government, business, and nonprof-
its, for example—have different primary
drivers. Businesses are strongly motivated
by pursuit of profit, governments by the
need to serve constituents, and grassroots
nongovernmental organizations (NGOs)
by the energy and ideals of their con-
stituents. The drivers behind each organiza-
tional form produce their own particular
forms of cultural change.

Consciousness allows humans to study
and to some degree influence the diffusion
of change. Like natural changes whose
growth generates further growth—witness
the spread of algae across a pond—cultural
change often spreads in a predictable pat-
tern. Communication as simple as word of
mouth or as sophisticated as advertising can
lead to changes that build on themselves,
spreading slowly at first, then gradually
picking up speed as people become familiar
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with them, finally slowing again as the pop-
ulation becomes saturated with change.
Computer companies in the United States,
for instance, are beginning to see slowing of
sales to first-time buyers, as the market for
computers becomes increasingly saturated.
Another example of this comes from a 1998
European Wind Energy Association sce-
nario for meeting 10 percent of global elec-
tricity demand in 2020 with wind power.
(See Figure 10–1.) This S-curve pattern of
reinforcing change holds for the spread of
cultural changes as dissimilar as the use of
slang and the adoption of fashion.9

For advocates of change, the importance
of this pattern is that particular personalities
and demographic profiles are associated
with various stages of adoption. At the lead-
ing edge of change, for example, are what
Everett Rogers of the University of New
Mexico calls innovators, who tend to be
well educated and socially connected.
Change then spreads to early adopters, the
early majority, and the late majority, each
accounting for a particular share of the pop-
ulation. The last to adopt are the laggards,
traditionalists who are often socially isolat-
ed. If opinion leaders—the innovators and

early adopters—can be identified for a par-
ticular issue, change efforts can be focused
on this group in the expectation that they
will help the innovation or idea to spread.10

The intelligence that allows humanity to
intervene in its own development, however,
is not advanced enough to foresee all 
the disruptive secondary effects of human
activities. This unassimilated feedback is thus
another common characteristic of cultural
change. When chlorofluorocarbons (CFCs)
were introduced in the 1930s, for instance,
they were viewed as a godsend to industry.
Nonflammable, nontoxic, and noncorrosive,
they were widely used for decades in refrig-
erants and aerosol propellants. Scientists 70
years ago had no idea that their miracle con-
tribution to science and industry would
soon threaten environmental and human
health worldwide: CFCs are now much bet-
ter known for eating away the planet’s pro-
tective ozone layer. This sort of feedback is
the reason ecologists remind us that “you
can never do just one thing.” It teaches
advocates of change to look at whole sys-
tems, not just single causes, in assessing
problems and prescribing solutions.11

Cultural change surrounding environ-
mental issues often has its own char-
acteristic features. Environmental
quality is a public good, which is
often governed by a “tragedy of the
commons” dynamic: individuals
have a natural incentive to overuse
natural resources, and little incentive
to conserve them. This dynamic is
one form of an age-old human
dilemma—how to get self-interested
people to act in the common good.
Over time, societies have developed
four strategies to persuade people to
change by redefining their self-inter-
est using a larger and longer-term
perspective.12
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The most common approach is for soci-
etal authorities to use the force of law, or
officially sponsored incentives, to determine
how resources are to be used and by whom.
Ancient Mesopotamia’s famous Code of
Hammurabi, for example, had several laws
governing irrigation, a critical common
resource for that society. It required land-
holders to keep their irrigation ditches in
good repair and mandated that negligent
farmers compensate those whose produc-
tion suffered because of the neglect. Today,
of course, laws and regulations, along with
taxes and subsidies, are important tools used
to protect water, forests, minerals, the
atmosphere, and other common resources.13

Education is also used to convince peo-
ple to act in the common interest. As an
important institution of socialization,
schools influence the course of any society.
But some critics see formal education as
strongly biased toward status quo societal
values. Mary Clark, author of Ariadne’s
Thread, a book about historical change,
cites only two occasions in western history
in which education has brought a sweeping
change in people’s worldview: during the
Golden Age of Greece and during the
European Enlightenment. In both periods,
philosophers who deliberately critiqued the
societal worldview were esteemed by soci-
ety. But since the Enlightenment, education
has rarely challenged the modern world-
view. That perspective, which places nature
at the service of humankind and splinters
knowledge into disconnected disciplines,
has contributed greatly to today’s global
environmental crises. Whether formal edu-
cation today is capable of standing outside
of society and critiquing it in a way that cre-
ates a worldview grounded in sustainability
is unclear.14

Appealing to people’s values, especially
through religious beliefs, is another tool for

persuading people to act in the common
good. Political leaders have long had diffi-
culty governing without the support of reli-
gious authorities; witness the Islamic
revolution that brought down the Shah of
Iran in 1979 or the Catholic-supported Sol-
idarity movement that unhinged the Polish
government in the 1980s. Religion’s role in
the formation of values is not as great today
as in the past in many societies, however, so
appeals to values may need to take multiple
forms, only some of which are faith-based.

Finally, many cultures have used small
group management to protect common
resources. Examples are innumerable, and
are typified by the village of Torbel, in the
Swiss Alps, which has managed its forest
and grazing lands on a communal basis
since the thirteenth century. Each village
family can send only as many cows to graze
the Alpine meadows each summer as they
can feed in the winter. And trees are cut
only once a year. The village forester deter-
mines which trees will fall, villagers cut and
stack the logs, and each family receives a
share of the harvest. Often overlooked, this
kind of small group administration remains
a viable option for getting people to act in
the common good.15

Understanding the anatomy of change is
critical for a rapid shift of economies to sus-
tainability. Even today’s most encouraging
environmental trends are barely unfolding
fast enough for a rapid shift toward sustain-
ability. Wind power, for example, grew at
better than 30 percent annually in the late
1990s. But this phenomenal growth, if sus-
tained, would boost wind’s share of global
power generation to only 10 percent by
2020. For a host of other issues not yet
headed in the right direction—species loss,
aquifer depletion, deforestation, and mate-
rials reuse and recycling, among others—
the need for rapid change is still more
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urgent. Only by understanding the drivers
of change can civil society, business, and
government hope to play a part in produc-
ing rapid change.16

Empowering the Base:
The Role of Civil Society

The diffuse set of actors known as civil soci-
ety—individuals, civic associations, and
churches, among many others—has little
formal power compared with government
or business. But civil society is crucial in a
campaign for sustainability. As consumers
and voters, citizens carry immense influ-
ence. And individuals who can flex their
collective muscle may need to lead the shift
to sustainability when government and
business initiatives are stymied by special
interests. Moreover, citizen support is usu-
ally necessary to sustain whatever initiatives
are undertaken by government or business.
For all these reasons, individuals and the
NGOs they belong to are important and
powerful allies in the change process.

Civil society appears to be fertile ground
for sparking environmental change. A 1998
survey for the International Environmental
Monitor found that majorities polled in 28
of the world’s 30 most populous countries
believe that environmental laws need to be
strengthened. In 26 of the countries,
majorities or near majorities said that strong
action is needed immediately to reduce
human impacts on climate. And in most
countries, concern over the environment is
on the rise, sometimes dramatically so. In
India in 1992, only 6 percent of respon-
dents named the environment as the most
important problem facing their country. By
1998, 27 percent did.17

More broadly, a socio-psychological
study of the United States published in
2000 reports that a sizable chunk of Amer-

ican adults—some 26 percent—have adopt-
ed a new worldview in the past 40 years that
is largely consistent with the values of sus-
tainability. Dubbed “cultural creatives”
because of their potential to create a new
culture, these individuals are characterized
by a concern for the environment, desire for
meaningful personal relationships, commit-
ment to spirituality and psychological
development, disaffection with the large
institutions of life, and rejection of materi-
alism and status. Members of this group are
likely to be active in their communities, to
choose work consistent with their values,
and to value healthy living. Although this
demographic segment is not organized—
the authors report that most cultural cre-
atives are unaware that a sizable bloc of
kindred spirits is out there—it represents a
potential base from which to launch a
change movement.18

These encouraging trends stand in con-
trast to actual behavior, however. Ameri-
cans, for example, are among those who
consistently express support for an
improved environment, yet a growing share
drive gas-guzzling sport utility vehicles and
live in ever-larger homes. Environmental
psychology, a relatively new subdiscipline of
psychology, helps to explain why people
interested in creating a sustainable society
may be slow to change their behavior.

A key and consistent finding of environ-
mental psychologists is that people do not
recycle more, drive less, conserve energy, or
make other environmental behavior
changes simply as a result of hearing about
the adverse impact of their current behav-
ior. As an example, a 1981 study of an ener-
gy conservation workshop found that
participants demonstrated greater aware-
ness of energy issues and conservation mea-
sures following the meeting, and said they
were willing to adopt what they had
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learned. But few actually did. Follow-up
home visits showed that only one of the 40
participants had lowered the hot water
thermostat, and none had added an insulat-
ing blanket to the hot water heater. Eight
had installed low-flow showerheads—a
rather modest rate of adoption, since each
workshop participant had been given a free
showerhead. The findings are consistent
with those from studies on a range of dif-
ferent environmental behaviors, from recy-
cling to water conservation to anti-littering
campaigns. Raising awareness, it turns out,
is important but often not sufficient in per-
suading people to change behaviors.19

Nor do people necessarily respond to
appeals based on fear. Psychologists note
that fear prompts behavior change only if
the consequences of a behavior are truly
frightening, if those consequences are likely
to be faced, and if alternative behaviors are
available. In some cases these conditions
hold: the rapid abandonment of British beef
following the outbreak of mad cow disease
in 1996, and the subsequent rush to organ-
ic foods in the United Kingdom, appears to
be a case in point. But even when fear
changes behavior, it does so only as long as
fear remains active. And the use of fear can
backfire in a change campaign: in the
absence of credible alternatives, a fear appeal
simply leads to despair or denial, attitudes
that may prevent people from discussing
important topics. For this reason, environ-
mental messages that stress “doom and
gloom” alone are less likely to be effective
than messages that also offer solutions.20

What people do respond to, say environ-
mental psychologists, are the actions of
their peers, direct appeals, effective commu-
nication, and enticing incentives. And when
these influences help people sidestep the
psychological obstacles that block them
from sustainable behavior, actions can

quickly become consistent with beliefs.21

Peers are especially powerful influences.
Clear evidence of this comes from a study at
the athletic center of the University of Cal-
ifornia at Santa Cruz, where a sign was
posted in the shower encouraging users to
turn off the water while soaping up. The
sign was heeded by only 6 percent of users.
But when a researcher introduced to the sit-
uation followed this practice, 49 percent of
other students turned off the water while
soaping up. And with two role models pre-
sent, the participation rate shot up to 67
percent. The encouraging lesson is that
individuals who model sustainable behavior
might have more influence over others than
they realize.22

People also have a strong internal need
to behave consistently, in order to be seen
as reliable and trustworthy. We feel internal
pressure to follow through on our commit-
ments, especially if they are made publicly
or as part of a group. So strong is our need
to be true to our word that small commit-
ments have been shown to make people
more receptive to larger commitments.
People who were asked to wear a lapel pin
publicizing the Canadian Cancer Society,
for example, were nearly twice as likely to
donate in a subsequent appeal as people
who were not asked to wear the pin. Taking
the first step in living our principles of 
sustainability not only models the behavior
for others, it gets us closer to even greater
commitments.23

Through modeling and through com-
mitments, then, individuals can begin the
process of building a sustainable world, 
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no matter what the rest of the world is
doing. Indeed, the psychological power of
these behaviors infuses the inspirational
exhortation of Mahatma Gandhi, “be the
change you wish to see in the world,” with
a social dimension that may not be widely
appreciated.24

But psychological insights are also useful
to NGOs working to help people overcome
barriers to sustainable behavior. The field of
community-based social marketing—the
application of marketing principles to social
goods—is based on these insights. The
approach starts with community-level
research, typically surveys and focus groups,
to determine what obstacles stand between
a person and a particular behavior change.
These obstacles can be psychological or
external to the individual; infrequent bus
service, for example, may prevent someone
from using mass transit. Then social mar-
keting uses tools like modeling and com-
mitment to address common concerns.25

Another behavioral tool important to
social marketing is effective communica-
tion. Information that is vividly presented,
crafted for the intended audience, delivered
credibly, specific, easy to remember, and
designed to spread socially is more likely to
affect behavior than other information. As a
social species with a strongly developed
visual system, people-centered communica-
tions and pictures can be especially effec-
tive. The photo of open waters at the North
Pole published in newspapers in the sum-
mer of 2000, for example, may bring home
the reality of a melting ice cap and of cli-
mate change more effectively than dozens

of scientific reports ever could.26

Finally, social marketers use incentives,
financial or otherwise, that help overcome
the behavioral challenge posed by public
goods. When people bike instead of driving
or buy organic rather than conventional
vegetables, the sacrifice they bear yields
benefits largely for society and only margin-
ally for themselves. Well-crafted incentives
and disincentives help change the calculus
by providing an additional benefit for the
individual. When a San Jose, California,
garbage collection program began charging
people by the amount collected rather than
a flat fee, while collecting recyclables at no
charge, waste flows to landfills fell by 46
percent, and recyclable collections jumped
by 156 percent.27

NGOs, of course, direct their advocacy
efforts not just to citizens, but to govern-
ments and businesses as well. This nonprof-
it sector is large, growing rapidly, and
becoming an effective voice for sustainabil-
ity. A 1998 Johns Hopkins University study
found that the nonprofit sector is a $1.1-
trillion industry—larger than the gross
domestic product of all but seven countries
in the world—that employs 19 million peo-
ple in 22 countries. Much of the sector’s
strength is new: half of all NGOs in Europe
were founded in just the last decade, and 70
percent of those in the United States are
less than 30 years old. Meanwhile, the ranks
of international NGOs have expanded
steadily throughout the century, from 176
in 1909 to more than 23,000 in 1998.28

The democratization of previously
closed societies in Eastern Europe and the
former Soviet Union and the move away
from dictatorships in Latin America, Asia,
and Africa account for some of the growing
strength of civil society. But the sector is
prospering in many other regions as well,
thanks to a growing middle class, an
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increase in corporate power (which has
sparked countervailing activism from citi-
zens), and the advent of new communica-
tions technologies, especially the Internet
and e-mail.29

NGO strength was demonstrated in a
number of high-profile international cases in
the 1990s, including the defeat of the Mul-
tilateral Agreement on Investment (MAI)
and the signing of a treaty to ban landmines.
The MAI was an international investment
protocol that would have established rules
for foreign investment that were largely
favorable to investors. Negotiated in secret
by a small group within the Organisation for
Economic Co-operation and Development
(OECD) over the course of 16 months, a
draft agreement was leaked in January 1997
to Public Citizen, a watchdog group in
Washington, which immediately published
it on the Internet. Within less than two
years, the agreement was dead, largely
because of an Internet-centered campaign
that mobilized more than 600 organizations
in 70 countries, including environmental,
labor, and human rights groups.30

NGOs were perhaps even more decisive
in the landmine treaty. A network of groups
known collectively as the International
Campaign to Ban Landmines (ICBL) had
developed by 1993 to promote a treaty that
would outlaw these weapons. With the help
of e-mail and the Internet, and without a
staff or central office, ICBL mobilized
more than 1,000 organizations in 60 coun-
tries to work for the ban. By March 1999, a
treaty banning the use, stockpiling, produc-
tion, and transfer of landmines had been
signed by 131 nations.31

Beyond the Internet, other elements
played important roles in these NGO suc-
cesses. The groups were unusually success-
ful at working with governments in both
cases. By persuading landmine nonproduc-

ers and nonusers—such as Austria, Canada,
Denmark, and the Netherlands—that a ban
would be consistent with their foreign poli-
cies, the coalition was able to get key states
on board. Treaty proponents also eventual-
ly persuaded France and the United King-
dom—both producers and users, and both
members of the U.N. Security Council—to
join as well. In the MAI case, NGOs
exploited divisions among the states that
had negotiated the draft agreement—some
of whom had serious reservations about it.
By mobilizing public opinion, NGOs were
able to raise the stakes with governments.
One observer noted that protests generated
by NGOs “elevated the question of the
MAI from the ‘level of civil servants’ to the
‘ministerial level’.”32

In these cases, NGOs were also particu-
larly adept at framing issues in ways that
could win public support. The landmine
ban was promoted as a humanitarian issue
rather than a military one, making it more
comprehensible to the general public. Not-
ing that 80 percent of victims are civilians,
and enlisting landmine victims as part of the
campaign, organizers were able to humanize
and personalize the issue. Similarly, NGOs
characterized the MAI not as a financial
instrument, as the OECD had, but as an
agreement with adverse impacts on labor,
human rights, and the environment—issues
the public cared about and understood.33

Greening Commerce:
The Role of Business

Most societies organize their economies
around private business, giving this sector a
potentially powerful role in shifting
economies toward sustainability. Many
firms see their profit-making responsibilities
as a serious constraint on their capacity to
make environmental change, but this is not
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necessarily the case. Combined with vision-
ary leadership, the profit motive can be
channeled to launch businesses toward sus-
tainability. Indeed, motivated firms have
used several common business strategies to
lighten their impact on the natural world—
even as they boosted profits.

One of these strategies is product differ-
entiation based on a product’s lighter envi-
ronmental impact. Consumers are
increasingly interested in green products,
and in some cases are willing to pay more
for them. For example, consumers often
pay premiums of 50–100 percent for pro-
duce grown without chemical fertilizers and
pesticides. As a result, the organic industry
has blossomed globally in the 1990s, grow-
ing by more than 20 percent annually in the
United States, with comparable growth
rates in other industrial countries. The
approach does have its limits, however.
StarKist, in an early effort to market more
costly dolphin-safe tuna as an alternative to
conventional tuna, found that consumers
were unwilling to pay a premium. People
may be most willing to pay more when the
value added includes a private benefit—
such as better health and taste, which
organic food is perceived to convey—in
addition to the public good of improved
environmental quality.34

Waste reduction is another common
greening business strategy that is consistent
with increased profits. Companies increas-
ingly view pollution and waste as proof of
inefficiencies in the production process
rather than as inevitable byproducts of pro-
duction. The 3M Company recognized this
as far back as 1975 when it established its
Pollution Prevention Pays program. The ini-
tiative gave employees incentives to look for
pollution prevention opportunities early in
the production process, rather than contin-
uing the traditional but expensive approach

of supplying filters or scrubbers on the end
of smokestacks and waste discharge pipes.
The 3,000 projects initiated by the compa-
ny between 1975 and 1992 prevented more
than a billion pounds of polluting emissions
and saved the company more than half a bil-
lion dollars. More recently, Interface, the
world’s leading manufacturer of commercial
carpet, has eliminated more than $90 mil-
lion in waste since 1994.35

More and more businesses are taking pol-
lution prevention strategies to their maxi-
mum by becoming “zero-waste” companies.
By recycling the byproducts of production,
companies avoid sending waste to landfills—
and often generate new revenues in the
process. Asahi Breweries of Japan, for exam-
ple, sends the dregs of its beer production to
cattle raisers as feed, its plastic packing bands
to be recycled into carpet, its bottle tops for
use in construction fill, and its cardboard for
reprocessing into paper. Indeed, zero-waste
production is growing quickly in Japan,
largely because landfill space is at a premi-
um—the cost of landfilling more than dou-
bled between 1991 and 1997—and because
waste is a hot political issue. Sensing cost
savings and marketing advantages in achiev-
ing zero-waste production, companies as
diverse as Asahi Breweries, Sanyo, Canon,
and Toyota report having achieved zero-
waste production. The newspaper Nikkei
Shimbun reported in December 1999 that
27 companies—3.1 percent of those sur-
veyed—claimed to be zero-waste.36

Companies can also lobby governments
to influence the regulatory climate, or work
with competitors to set environmental stan-
dards for the industry. These strategies, of
course, have often been used to avoid or
lessen responsibility for a firm’s environ-
mental impact. But they can work the other
way as well. By persuading governments to
constrain competitors’ unsustainable behav-
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ior, a firm can position itself to be a green
leader and possibly gain market advantage.
DuPont did this when it abandoned the
manufacture of chlorofluorocarbons, which
it was the world leader in producing. With
growing scientific evidence that CFCs
degrade stratospheric ozone, the company
developed substitutes—but at a cost several
times greater than CFCs. Undaunted, the
company came out in favor of an interna-
tional ban on CFCs, worked with govern-
ments to enact the ban, and—with patents
in hand—soon dominated the market for
the substitute chemicals.37

A different version of this strategy occurs
when firms band together to “green” prac-
tices industry-wide, either to forestall
expensive government mandates, improve
public image, or both. One example is the
product take-back program of battery mak-
ers in the United States and Canada.
Prompted by inconsistent recycling laws,
some 300 manufacturers and marketers of
rechargeable batteries now sponsor battery
recycling through the non-profit Recharge-
able Battery Recycling Corporation
(RBRC). This group licenses its Battery
Recycling Seal for a fee to manufac-
turers of batteries and battery-pow-
ered products. Consumers can take
spent batteries with the RBRC Seal
to more than 29,000 U.S. and Cana-
dian retail outlets that serve as collec-
tion sites. The RBRC then collects
the batteries and pays a recycling
company to process them. Under the
initiative, the recycling rate of batter-
ies increased from 2 percent in 1993
to 25 percent in 1998. If the indus-
try’s recycling goal of 80 percent is
achieved by 2005, and if that
momentum is sustained, nearly all
batteries in the United States could
be recycled by 2010—a rapid shift

toward sustainability. (See Figure 10–2.)38

Finally, companies can rethink the reason
they exist in a way that lightens their
impact. Businesses that shift from supplying
goods to providing services—furnishing
mobility services rather than cars, for exam-
ple—are a case in point. IBM, once the
leading producer of mainframe computers,
now sees itself as a provider of business ser-
vices. Xerox, known for decades for its
copiers, now promotes itself as “The Docu-
ment Company,” a reflection of its new
emphasis on information management.
Herman Miller, a large manufacturer of
office furniture with sales in 60 countries,
has established a subsidiary to provide
office furnishing services, and expects it to
become a strong engine of the company’s
growth. To the extent that providing a ser-
vice eliminates the manufacture of a prod-
uct, it lowers the material and energy
demands of a company, with corresponding
savings in environmental wear and tear.
Motivations for the shifts range from antic-
ipation of product “take-back” legislation
(as in Europe, where producers are increas-
ingly responsible for products over their

State of the World 2001

199

1990 2000 2010 2020
0

20

40

60

80

100
Percent

Source: RBRC

Industry Projections

Actual

Saturation Point

Figure 10–2. Battery Recycling in the United
States, 1993–97, with Projections to 2005 and

Hypothetical Saturation Point



ACCELERATING THE SHIFT TO SUSTAINABILITY

entire lifetime) to the opportunity to
enhance market share through cost cutting
or an enhanced corporate image.39

Several of these business strategies were
used when British Petroleum (BP) recently
reversed its thinking on climate change. In
the mid-1990s, the company had no inten-
tion of saying anything about climate
change—but then it witnessed Shell’s pub-
lic relations fiasco surrounding the Brent
Spar, an offshore loading buoy that Shell
planned to sink off the U.K. coast in 1995.
Consumer boycotts of Shell and pressure
from Greenpeace brought home to BP the
intensity of public feeling around environ-
mental issues. This, together with specula-
tion that Shell might shift its position on
climate change, led BP CEO John Browne
to look more closely at climate change. He
decided to set a new company policy that
would set BP apart from the competition—
the product differentiation strategy.40

Browne made a landmark speech at Stan-
ford University in 1997 acknowledging the
risks of climate change. His remarks, and
the subsequent activities of BP, demonstrate
how the company maneuvered to advance
its interests while reducing its environmen-
tal impact. Browne was careful to preserve
the company’s flexibility. Citing the “effec-
tive consensus” of leading scientists about
the role of human activities in climate
change, he nevertheless noted that “there
remain large elements of uncertainty” sur-
rounding the issue. And Browne set no
deadline for abandoning the oil business.41

BP also advanced its own interests when
it set out to reduce company-generated car-
bon emissions by 10 percent below 1990
levels by 2010—a waste reduction strategy
whose goals were roughly in line with those
agreed to by industrial nations at the Kyoto
conference on climate change. (The move is
actually quite ambitious, amounting to a

50-percent reduction in projected emis-
sions by 2010.) The company set up an
internal emissions trading scheme, which
established carbon emission allowances for
12 BP business units. The allowances tight-
en with each passing year and allow efficient
BP units to sell unneeded allowances to
other units that are hard pressed to meet
the emissions goals. The idea was to give
the company experience with emissions
trading, a tool the company hoped would
become a central part of international car-
bon reduction agreements. “We have a
chance to influence the regulatory appara-
tus,” according to a company consultant.
“We influence the emissions trading debate
because we have real practical experience to
bring to the table.”42

Finally, the company remade itself—at
least rhetorically. It promotes itself as a
“green energy company” rather than an oil
company, pointing to its increased invest-
ments in gas and its ownership of the
world’s largest solar company, Solarex. But
BP’s bread and butter is still oil—recently it
spent 588 times as much to buy ARCO, an
oil and gas company, as it did on Solarex—
and it says its transition to renewable ener-
gy will take time—decades, perhaps.43

How far these business strategies can
take a company toward sustainability
depends in part on the commitment of cor-
porate leaders. If the strategies are viewed
strictly in business terms, the impact is like-
ly to be less than if they are driven by
visionary commitments to sustainability.
When such a vision is present—as at Inter-
face, where CEO Ray Anderson is working
to make the company not just a better envi-
ronmental citizen, but a “restorative enter-
prise” that gives back to the environment as
much as it extracts—companies can sub-
stantially reduce their ecological footprint.44

Still, the capacity for business to green
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itself would be greatly enhanced through
government initiatives that align profit-
making opportunities with environmental
stewardship. Businesses are unlikely to
undertake greening initiatives voluntarily if
they are very costly. And voluntary initia-
tives often have a free-rider problem—the
RBRC program, for example, recycles all of
the batteries it receives, even those from the
20 percent of companies that have not
joined the program. Visionary businesses
will need to work with government leaders
to reshape the taxes, subsidies, and other
structures that bias so much of commerce
against sustainability, so that the best envi-
ronmental practices become profitable and
widely diffused.45

Building Coalitions:
The Role of Government

Although governments have formidable
regulatory and fiscal powers and easy access
to the media, they usually look to citizens
or business for cues about what issues to
address, especially in democratic nations.
Independent government initiatives do
occur, of course, but usually when opposi-
tion is minimal, or if the government
is prepared to spend precious politi-
cal capital. Harnessing state power in
the cause of change, then, often
requires building coalitions that can
support key officials in change
efforts. Without this political base,
governments are constrained in their
capacity to generate change.

The importance of a viable politi-
cal base for effective government
action is clear in the quite different
responses to HIV/AIDS in South
Africa and Thailand. In 1990, less
than 1 percent of pregnant women
in each country—an indicator of the

virus’s spread to the general population—
was infected with HIV. Today, the infected
share of pregnant women in South Africa
has grown to near 20 percent, while the fig-
ure in Thailand is just over 2 percent. (See
Figure 10–3.) The distinct outcomes reflect
differences in operating latitude for the two
governments, which resulted from quite
dissimilar sets of political alignments and
cultural histories.46

In Thailand, the rapid spread of HIV
came to light in 1988, and initial govern-
ment reaction was to hide the problem, out
of concern that exposure would dampen
tourism. But because infection occurred
primarily through the country’s sex trade,
and because HIV was widespread among
sex workers—44 percent of prostitutes in
the northern province of Chiang Mai were
HIV-positive in 1989—the country was at
risk of being swamped by the disease. As
infection rates skyrocketed in the early
1990s, a new Prime Minister, Anand Pan-
yarachun, stepped up the government
response, launching extensive public educa-
tion programs and a 100% Condom Cam-
paign that sought to enforce condom use in
commercial sex establishments all the time.
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The government commitment was real: the
budget for HIV/AIDS prevention and care
rose from $180,000 in 1988 to $80 million
in 1996.47

Behavioral changes were almost immedi-
ate: condom use in commercial sex estab-
lishments jumped from 15 percent of client
visits in 1989 to more than 90 percent in
1994. Between 1990 and 1993, the share
of men reporting premarital or extramarital
sex fell from 28 percent to 15 percent,
while visits to prostitutes fell by more than
half. The war is far from won—there are
now signs of backsliding—but major
progress was made in slowing the spread of
the disease. Indeed, the incidence of HIV-1
among Thais was so low in 1999 that
researchers could not find a population at
risk of infection there—outside of drug
addicts—large enough to do efficacy trials
of a new AIDS vaccine.48

Thailand’s success is due in large mea-
sure to the intelligent political strategy used
by the Prime Minister to fight the epidem-
ic. He approached the crisis not merely as a
health problem but as a development issue.
Responsibility for formulating the National
AIDS Action Plan, for example, was given
to the National Economic and Social
Development Planning Board, which inte-
grated an AIDS strategy into the country’s
national development plan. This is a pru-
dent approach for managing a disease with
widespread economic, social, and health
causes and effects. But it also increases the
number of political players with a stake in
fighting the disease. A range of government
ministries was enlisted in the effort, and
each received a share of the huge budget.
And domestic and international NGOs
were asked for help as well.49

Meanwhile, opponents of the initiative—
the tourism industry and brothel owners—
quieted down as tourism continued to

flourish, and as the requirement of condom
use at brothels was evenly enforced, leaving
no brothels at an advantage.50

To be sure, Thailand has several advan-
tages in battling the disease. The country is
relatively well off socially, with a high level
of literacy, extensive media, and an accessi-
ble health care system. Its decades-old net-
work of venereal disease (VD) clinics
offered a natural infrastructure for condom
distribution. And in contrast to many coun-
tries where people are ashamed to admit
they are infected, sex workers were accus-
tomed to frequenting the VD clinics and
talking openly about sexually transmitted
disease. But by giving a stake in the process
to a broad coalition of political players,
these advantages were used to maximum
effect.51

This coalition building success was not
replicated in South Africa’s struggle with
HIV/AIDS. There, the legacy of apartheid
continued to cast a long shadow over the
country, despite the adoption of majority
rule. White civil servants, whose jobs were
protected under an agreement with the
African National Congress, either knew lit-
tle about HIV/AIDS or did not pursue it
aggressively. Black South Africans, recalling
the sterilization programs of the apartheid
regime, viewed the promotion of condoms
by white doctors at government clinics as a
ploy to depopulate black communities. And
African suspicions of western solutions,
along with the possibility of generating an
indigenous cure, diverted precious
resources to unproductive uses, and led the
current President, Thebo Mbeke, to voice
doubts publicly about the cause of the dis-
ease. These problems have divided the
country and allowed the disease to spread
freely. HIV prevalence jumped from 12
percent in 1998 to 20 percent in 2000.52

Government leadership and coalition
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building might be spurred in South Africa
through an understanding of the costs of
not acting. South Africa’s health depart-
ment already spends an amount equal to 10
percent of its 2002–03 fiscal year budget to
treat AIDS-related illnesses—and this is
before the expected wave of HIV-positive
individuals who have gone on to develop
AIDS. Preliminary HIV testing of the
South African Defence Force indicates that
60–70 percent of the troops may be infect-
ed. Business is also deeply affected. A South
African insurance company estimates that
one in five South African workers will be
infected by 2005, and that employee bene-
fit costs will double by that date and triple
by 2010 because of the disease. Such pro-
found adverse impacts on government and
industry could potentially create powerful
coalitions to combat the disease.53

An industrial-country case of effective
coalition building comes from Denmark,
where the government has promoted wind
energy since the adoption of the national
energy plan of 1976. Originally written to
reduce Denmark’s dependence on foreign
sources of energy, the plan promoted the
development of homegrown renewable
energy sources. Successive governments
have pursued this goal aggressively, by
funding research into renewables, establish-
ing a certification program for wind energy,
promoting subsidies for capital investments
in wind, and requiring Danish power com-
panies to pay a guaranteed price for pur-
chases of wind energy from private
suppliers. As a result of these policies, the
wind business grew quickly in Denmark,
and now supplies 13 percent of the coun-
try’s electricity.54

Because most of its fossil fuel is import-
ed, Danish reductions in oil and coal do not
harm important domestic constituencies. At
the same time, the government’s pursuit of

wind energy has generated a number of
domestic supporters. Denmark’s turbine
manufacturers, for example, are now global
suppliers of a cutting-edge technology,
accounting for 60 percent of global wind
turbine exports. Complementing this activi-
ty, the Danish International Development
Agency promotes wind turbines in develop-
ing countries as a way to advance Denmark’s
foreign aid and foreign commercial goals.
And the wind program can help the country
to meet its international commitments to
reduce carbon emissions. The country’s
Energy 21 goal is to reduce carbon emis-
sions to 20 percent below 1988 levels by
2005, which will require Denmark to nearly
double its wind generating capacity over
1999 levels. In sum, the wind energy pro-
gram is rooted strongly in important com-
mercial and bureaucratic constituencies.55

Many Danish citizens also have a stake in
the success of wind, thanks to government-
established wind cooperatives that allow 
citizens to invest in the new energy source.
The scheme is popular: more than 100,000
Danish families now own wind turbines 
or shares in wind cooperatives. The cooper-
atives create a large grassroots constituency
for wind, of course, but their structure 
also helps address the concerns of other
Danes who dislike the turbines’ noise, their
potential harm to wildlife, and their
obstruction of landscapes. By requiring
members to live within 3 kilometers of 
the turbine site, the cooperatives ensure
that any of the technology’s downsides 
are largely borne by those who benefit 
from it—and that a potentially damaging
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opposition movement does not emerge.56

An important factor in keeping the pro-
wind coalition is the government’s steadfast
commitment to wind energy development,
which lends a stability to the sector that
favors its continued expansion. Subsidies
for wind and taxes on fossil fuels and carbon
emissions are clear and consistently applied,
so that developers and purchasers of wind
energy know what the financial costs and
opportunities are. This is important, since
lack of predictability has been a leading
cause of the failure of renewable energy
programs in other countries.57

Accelerating Cultural 
Evolution

Once individuals, businesses, and govern-
ments become advocates for sustainability, a
global transformation as great as the Indus-
trial Revolution could be unleashed. Ener-
gy will come from the same renewable
sources that sustain all of life, rather than
from finite and polluting stocks. Produc-
tion will mimic the natural cycle of birth,
death, and rebirth, with waste no longer
casting a huge and ugly shadow over cities
and factories. And natural resources will be
appreciated for their contributions to the
planet’s living systems, not simply for their
value as economic assets. In sum, a sustain-
able world will be powered by the sun; con-
structed from materials that circulate
repeatedly; made mobile by trains, buses,
and bicycles; populated at sustainable levels;
and centered around just, equitable, and
tight-knit communities.

Such a world may be difficult to imagine,
but rapid change is possible. Nobody fore-
saw, for example, the astonishing unraveling
of the Soviet Union and Eastern Europe
that began in 1989. That shocking set of
events reminds us that change is often not

gradual and linear, but sometimes arrives
like the floodwaters from a collapsed dam.
Biologist Stephen Jay Gould of Harvard has
long argued that the natural world evolves
in this way, with long periods of drift that
are broken by sudden leaps forward. The
pattern may describe cultural evolution as
well. Only after a critical set of conditions
were in place—especially economic stagna-
tion and widespread disaffection with com-
munist ideology—could something as
simple as East German refugees trigger the
events that would topple governments in
Eastern Europe and the Soviet Union. The
encouraging consequence of this pattern is
that rapid change is indeed possible once
critical thresholds have been crossed.58

Rapid cultural change is most likely when
all sectors of society work together. It is true
that sweeping cultural change has often
emerged from the grassroots: the Gandhi-
led movement for Indian independence,
Poland’s Solidarity movement, South
Africa’s struggle against apartheid, and the
U.S. civil rights movement—all of these
came out of civil society. But change is more
likely, and can be accelerated, if all sectors
are engaged. During World War II, for
example, the United States converted to a
war economy virtually overnight by tapping
the energy of citizens, businesses, and gov-
ernment. People recycled metal, rubber, and
other materials; automobile plants shifted
production from cars to tanks and airplanes;
households sowed millions of Victory Gar-
dens; and women replaced men in factories.
Making a similar effort to build a sustainable
society will require that individuals, busi-
nesses, and governments become conscious
agents of change, acting strategically and
building on each other’s strengths.

Society-wide change is facilitated if all
sectors work from a common base of infor-
mation. Here, the scientific community
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plays an important role. The ongoing scien-
tific review by the Intergovernmental Panel
on Climate Change (IPCC), for example,
has been a credible source of information
on this issue, both for the international cli-
mate negotiators it officially advises and for
the general public. IPCC participants have
helped counter the organized propaganda
of groups like the Global Climate Coali-
tion, the mouthpiece organization for the
fossil fuel and automobile industries. The
Panel’s progressively stronger assertions
that human activities are changing the cli-
mate—coupled with growing experience of
100-year storms, melting glaciers, and dis-
appearing islands—make the issue increas-
ingly real for the public. Similar high-profile
scientific and educational efforts focused on
species loss, population growth, falling
water tables, disappearing forests, and
widening social inequities would be a valu-
able boost to a sustainable society.59

The media are also crucial to this infor-
mation effort, given their pivotal position
among civil society, business, and govern-
ment. And their capacity to manipulate
images—still, moving, and computer-gen-
erated—is a powerful tool to educate a
species strongly influenced by visual cues.
This image-generating capacity is especially
valuable for the many cases of environmen-
tal degradation that remain unseen by most
people, such as dying coral reefs, depleted
aquifers, and the hole in the stratospheric
ozone layer.60

But in order to have a positive impact,
the media will need to understand the issues
and develop a long-range outlook. Political
elites, because of their power to influence
media agendas, are well positioned to foster
this understanding. British journalist Ivor
Gaber credits two 1988 speeches by Prime
Minister Margaret Thatcher, for example,
with putting environmental issues on 

the public agenda, citing a tripling of refer-
ences to global warming in the British press
in the 12 months following the speeches
compared with the preceding year. But he
also writes that the media are fair-weather
environmentalists, covering the issues 
in times of prosperity but abandoning them
during recessions. Developing a big-picture
worldview will require sustained media
attention to the life-support systems of
human culture.61

Media inattention is due in part to the
extremely short “news cycle”—typically
measured in hours—that is poorly matched
with the seemingly glacial pace of natural
change. Mass extinction of species is
arguably the most momentous act ever
committed by human beings, but it is
unlikely to make the evening news. News
bureaus see the issue as little changed from
yesterday, and therefore not newsworthy.
Only if news organizations expand their
time horizons to encompass long-term
change will the media realize their potential
to educate for sustainability.62

With a common base of information,
societies can profitably focus change efforts
on high-leverage areas. Regions and issues
of great environmental impact, for example,
such as “biodiversity hotspots” or the dri-
ving and eating habits of Americans, are
likely high-payoff candidates for change
activity. And concentrations of power—in
consumer spending, for instance, or
through a government’s fiscal policy—are
an equally important focus of effort. The
combination of great environmental impact
and powerful leverage is what makes the
E–9 nations described in Chapter 1 such a
logical strategic focus of change.

In the effort to steer our cultures toward
sustainability, civil society, business, and
government all have powerful points of
leverage available to them. Each also faces
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particular constraints: fragmentation limits
the influence of civil society, the pursuit of
profit reduces options for business, and
competing interests tie the hands of gov-
ernment. But collectively, the three sectors

are capable of wholesale cultural change. By
tapping our potential as conscious agents of
cultural evolution, we can create a sustain-
able civilization, one fully worthy of being
called human.
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